






















































































































































































































































7.9. Different Points-to Analysis 

Benchmark VTA Approach 3 

Pot Def Pot Def 

DR Flds DR Flds DR Flds DR Flds 

RollerCoaster 0 0 0 0 0 0 0 0 

AutoBanking 0 0 0 0 0 0 0 0 

MTRT 300 22 996 54 1074 64 6 1 

SPECJbb - - - - 1814 104 2 1 

Barrier 0 0 6 3 6 3 0 0 

Sync 0 0 66 3 10 2 24 1 

ForkJoin 0 0 0 0 0 0 0 0 

CryptSizeA 0 0 0 0 0 0 0 0 

LUFact 0 0 0 0 0 0 0 0 

SOR 0 0 0 0 0 0 0 0 

SparseMatmult 0 0 0 0 0 0 0 0 

MolDyn 0 0 30514 54 30503 53 11 1 

MonteCario 89 6 963 38 997 39 1 1 

RayTracer 0 0 6367 18 2589 17 4 1 

BufferSingle 0 0 1 1 0 0 1 1 

BufferSingleSy 0 0 0 0 0 0 0 0 

BufferMultiple 0 0 5 1 0 0 5 1 

BufferMultipleSy 0 0 0 0 0 0 0 0 

TwoThreads 0 0 0 0 0 0 0 0 

Table 7.7: Approach 3 vs. VTA 

We can see in Table 7.7 that for benchmarks MTRT, Barrier, Sync, MolDyn, 

MonteCarlo and RayTracer there is an increase in the number of definite data races. 

Actually, many data races that are detected as potential data races by our first three 

approaches are pointed out as definite data races by the VTA analysis. This situation 

is produced because the VTA analysis is less accurate than a field-sensitive Points-to 

analysis, and is unable to rule out certain situations where allocation nodes of the 
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same type represent different runtime objects. 

In the benchmarks we could also see that when using VTA Spark is less able 

to detect which classes belong to the application and which ones belong to the Java 

library. Many of the VTA benchmarks pointed out that sorne other threads were being 

started: sun.security.provider.SeedGenerator$ThreadedSeedGenerator$BogusThread 

and sun.security.provider.SeedGenerator$ThreadedSeedGenerator. These threads are 

created because the CalI Graph built from the VTA information is less accurate than 

the Spark's default; there are, however, no detected data races produced by these 

threads. 

Barrier 

The three fields involved in the definite data races by the VTA analysis are threads 

fields which could never produce a data race. But, since the VTA analysis instead 

of allocation nodes uses classes, then, it does not matter if the threads are different 

instances, they are the same object because they have the same class. 

Sync 

Each thread instance of SyncObjectRunner and SyncMethodRunner is created with 

an instance of CounterClass. An SyncObjectRunner instances use the same 

CounterClass instance and the SyncMethodRunner instances use another 

CounterClass instance. For the VTA analysis these different CounterClass instances 

are the same object since they have the same class. Due to this each thread, including 

the Main thread, has a definite data race with each other. Due to the thread cre­

ation pattern used by this benchmark the fields SyncOb j ectRunner: int size and 

SyncOb j ectRunner : CounterClass cont are detected as being involved in definite 

data races between the Main thread and the SyncObjectRunner instances. 

MolDyn 

AIl fields detected as potential data races by the Allocation node uniqueness analysis 

are detected as definite data races by the VTA approach. These fields are divided in 
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two sets, moldyn.mdRunner fields and moldyn.particle. The first data races were 

ruled out by the Replicated Thread-aware analysis and the second by the Allocation 

no de uniqueness approach, but for VTA analysis each of these objects is considered 

unique due to its type, thus detecting all this anomalies as definite data races. 

MonteCarlo 

The number of fields involved in data races is bigger for VTA; this is, however, due 

to the fact that the same 2 fields are repeated in potential and definite data races 

montecarlo.Universal: boolean DEBUG, 

java.lang.String prompt. 

RayTracer 

montecarlo.Universal: 

All field involved in definite or potential data races for the other analyses are pointed 

out as definite data races by the VTA analysis, again due the problems in differenti­

ating instances of the same classes. 

7.10 Conclusions 

The above experimental results and analyses demonstrate the following key points . 

• The performance of the analysis depends not only on one feature but in a 

set of three: statement reached, dependencies detected and inter-procedural 

application complexity. The last point is the most important; components of 

our analysis, such as Monitor Protection analysis are full blown Forward Inter­

procedural analysis, and the intricacy and depth of call chains is a major source 

of performance concerns . 

• The Application Only analysis is much faster that the Library analysis. How­

ever, it is not as accurate as the latter. Application Only analysis is suitable 

for getting a general and rapidly-generated idea of the synchronization strategy 
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of the application, but in order to accurately find data races in the application 

the Whole Program analysis is much better. 

• A very important percentage of the potential data races are shared by many 

benchmarks. These potential data races can be largely attributed to the con­

servative inaccuracy of the Points-to analysis. If we had a full, context sensitive 

PTA which would model the complete stack for each call most of these data 

races would not be detected. Unfortunately, this sort of context-sensitivity is 

prohibitively expensive from a performance point of view. 

• As we previously saw the implementation of the Call Graph built on top of 

the Points-to Analysis is also important for directing the application through 

the inter-procedural structure. Conservative inaccuracy easily results in large 

portions of the application which should not be reached triggering the detection 

of false positive data races. 

• The implementation of different Points-to analyses directly impacts the depen­

dency analysis. A thread-unaware analysis is not capable of differentiating be­

tween different threads thus answering that two objects have the same allocation 

sites wh en really they are created by different threads. 

• In the VTA approach many data races that are detected as potential data 

races by the three approaches previously described are pointed out as definite 

data races by the VTA analysis. This situation is produced because the VTA 

analysis is less accurate than a field-sensitive Points-to analysis, making the 

analysis unable to rule out certain situations because allocation nodes that 

represent different runtime objects of the same type are collapsed into a single 

representative. 

• The Data Race Detection implementation is very accurate for definite data 

races, with sorne easily detectable false positives. 

• Large programs as seen in the benchmarks can be handled by the analysis and 

performance is acceptable. 
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Chapter 8 

Conclusions and Future Work 

This thesis introduced XTHREAD, a Java multithreaded application analysis frame­

work. The main objective of this thesis is to contribute to the developer toolkit by 

enhancing the abstractions they use to express their concurrency analysis. We closed 

the semantic gap between the problem domain and its computational representation. 

When this breach is shortened the abstractions in the model closely resemble the 

entities in the problem domain, we provided the user with a language very similar 

to the one he uses for thinking then everything is much more clear for him and the 

translations he has to do are not trivial but easy. 

What we are personally proud of achieving in this thesis are the abstractions, 

runtime objects, representations viewpoints and sets, for instance. We are talking 

the same language as the researcher. 

8.1.1 Points of view 

The framework provides an implementation which uses the Points-to analysis called 

SPARK [Lho02], and the Call graph derived from it. The XTHREAD default imple­

mentation works by using Soot's [SHR+OO, VROO] translation from Java bytecode 

to Jimple [VRH] and tools like the Hierarchy abstraction. Although, any other tool 
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could be used instead of Soot, a considerable amount of work should be done in order 

to adapt the XTHREAD abstractions fulfilling the required behaviour. 

Besides these tools the different Domains or points of view over an application 

can be customized for providing other tools useful for the analysis being developed. 

This behaviour can be achieved by configurating a Domain for using different tools. 

8.1.2 Multithreaded Application Representation 

In the Experimental Results Chapter we could see the representation behaviour for 

modelling multithreaded applications. The abstractions provided by the framework 

proved to be flexible enough to handle completely different benchmarks with different 

thread creation points, number of thread started and flow of data. 

8.1.3 Analyses 

• Different implementations are provided for addressing the different analyses 

needs; walkers, intra-procedural analyses inter-procedural analyses. 

• The results obtained by the Data Race detection analysis were very accurate 

and were comparable to other approaches, even though these analyses were 

enhanced by using dynamic approaches. 

• A Composite construction is encouraged in order to simplify each analysis to 

it minimal requirements and build complex analysis by composing the simple 

ones. 

• The framework can analyze large programs and the performance of such analy­

ses is acceptable. This is possible because the framework did not avoid special 

cases and, when possible, generalizes them in order to provide a proper ab­

straction for a better understanding of the situation. An example of this is the 

different thread st art methodologies provided by Java abstracted in the St art­

ThreadStmt. The user can further extend the framework by implementing other 

generalization abstractions. 

117 



8.2. Future Work 

• As we could see in Chapter 7, the modularization and abstractions provided by 

the framework allow the user to change a part of the concurrency analysis and 

test the impact of such modification without disturbing the rest of the analysis 

behaviour. Due to this we could fairly easily change the Points-to analysis 

implementation to measure the impact. We could also modify the Runtime 

Object comparison implementation in the three approaches for improving the 

Data Race detection analysis accuracy. 

The framework has shown a very good capability for helping the programmer by pro­

viding high level abstractions and keeping the implementations concerns encapsulated 

in the provided solutions thus reducing the time of analysis development. 

8.2 Future Work 

One of the first objectives for this thesis was to provide a black box framework [JF88], 

however, developing a robust black box framework takes several years and several 

us ers developing with it, finding new abstractions and improving the existing ones, 

enlarging the set of analyses provided by the tool. In order to reach this point in 

the XTHREAD framework life cycle we will need different researcher developing their 

analysis with this tool, and perhaps after a few years we will reach a black box 

framework stage. XTHREAD was developed thinking about this key objective, many 

parts of it already reach a black box stage however there are many others that do 

not. It was not our des ire to provide a closed packaged tool impossible to enhance 

and difficult to use, on the contrary, we want the us ers to understand the architecture 

of the tool and the metaphors living inside it. The programmer is able to modify 

any part of the framework and to specify their own abstractions further enriching 

the tool. It is our objective to provide a live framework with a toolkit that could be 

further improved. 

Sorne experiments were performed in order to graphically represent the Data Race 

detection analysis results using the DOT tool. An inter-procedural representation of 

each thread was drawn and the data races were highlighted as a red (definite) or green 
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(potential) line binding the statements involved. However, the graphics were useful 

only for small programs with very few method caIls, otherwise, the interpretation 

of the DOT graphs were impossible. Other drawing tools should be analyzed and a 

summary technique should be implemented where only small code portions should be 

visible at the same time in order to reduce the graph complexity. 

More complex Points-to analysis tools like PADDLE [Lho06, LH06] should be used 

in order to analyze their impact in different concurrency analyses. 

Data Race Detection Analysis 

The Data Race Detection analysis implementation can be further improved from a 

performance point of view. It will be an important performance improvement to en­

hance this implementation with an Escape analysis which will avoid analyzing state­

ments whose access variables are only relevant inside a method. Moreover, different 

Points-to analysis implementations should be tested in order to analyze their impact 

on different concurrency analyses. 

May Happen in Parallel Analysis 

MHP is an analysis that gathers information about which statements may happen 

in parallei in a concurrent application. Precisely computing aIl pairs of statements 

that may happen is undecidable, if we analyse aIl possible paths in aU threads, then 

the problem is NP-Complete [Tay83]. In order to solve this problem, this implemen­

tation calculates a conservative approximation, and follows the basic ideas presented 

in [NAC99]. There are other works which have taken Naumovich's approach and 

further improve it like the optimizations presented in [LV04] and [Bar05]. The initial 

examination of the problem suggests that implementing MHP in XThread would be 

straightforward. 

Abstractions 

It does not matter if you use this framework in Java or export it to Smalltalk (which 

will be great to see) Actors, self, .Net, any 00 language, the important are the 
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abstractions, which can be right or wrong, it does not matter; the only thing that 

really matters are the abstractions which live in the pure 00 paradigm and can be 

applied to any implementation of them and be further improved. 
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