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6+ Lno-tonvexity of simple polygons

The notion of Ln;convexity can be considered a generalization of
the notion of convexity and a specialization of the notion of
connectivity. It has been studied fros mathematical point of view
(5)¢(6),(13), vhere many features of L -Bets have been presented. In
this chapter, - ve discuss this notion for polygonal shapgs and

introduce a method.to check the Lz-congexity of si-ple'gplygonx.

A polygon P is said to be n-visible from a point x if every point
in P is n-visible from x. Also, the polygon is saiq to hc‘%m-convex if

7

every tno’points of P are n-visible

In this chapter, we are mainly concerned with developing an
aslgoriths to check the L,-convexity of a simple polygon. Throughout
the rest of this chapter, L-convexity will be used for L, convexity

nnlcés othervise stated.
Yalentine and Horn (13) proved the f&llovinq theoresa

Let s ba a simply connacted boundsd closed set. If each pnit of
boundary points of S are 2-visible, then tht ‘set 8 13 an L-sst.
) / .

Using this feature to check the' L-convexity,‘uc nesd to ‘chcnk an
_infinjite opusber of pairs of honﬁdntg points. xn the tolloiinq :
argument we shall provn that- checking the z-vi;ibslity of the bonndpty
of a polygos P from its vertices is a -wutticient gMﬁqh«-ﬁffnrg
L-convexity.of the polygon. ' ' o




oijtion 6.1:
-B 18 2-visible fromz if and #aiii if the boundary of P is

27visible from z.

Proof:

Using the procedute\VIs-POL, construct the visibility polygon

o LA N i 7 seaare §

«

 froa z. V(P,z). Let H=(v1, 2""""k) be the set of windows of z on

iy o e,

the hidden gegions of P. 5 ‘
' Suppose the boundary of P’is~2-visiblo from z. Then the boundary
i of the hidden region By is, at least, veakly visibla froa the vindov v,
,for i=1.2,.....,k.h By p:oposition 3.1, the taqions R, are weakly L
visible from w, ,for all &, and conseqnently 2-vigible from z. So, P
is 2-visible from z. . |
The only if part follows directly‘ from the fact that the
boundary of P is contained in P. . " 3

Q.E.D.

ERERCCEPUEY

Theoren 6.1: J

P is L-convex if and only if the boundary of P is 2-visible froa
. P /

- all the vertices of P.

P

:
. . / 0
Proof: . . - §

hd R -

Consider any vertex u. Assume that the boundary of P is 2-visible

S e R

from w. By proposition 6.1, P is 2-visible from the vertex u. As u
vas nny vu:ttx. tk.a-! is. 2~v£sihlo fros all vertices of ?.
J » Lot ¥y be any point cﬁ !s ALY thn v&rttet- a:e*z-tisiﬁlc tron Y
~ and sn, the poxnon is 2~ visikle fros r. ﬂ r sm: tu Muf. of !. tlun
. r hL-cqnnm ‘ 1 - o e coenl

>t * . >\
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The only if part follovs -trivially from the fact that the

wvertices are points of P.

Q.E.Ds

check the

leads to 'a linear algoritha to

This argument

from an interior point, and

2-vigibility of a sisple polygon
consequently an 0(n2 ) algorithm to check the L-éonvexity of a siaple
polygon. ﬂovnve:; a linear perforsance can be obtained when the

polygon is star shaped, due the property shown in the following

\
A

proposition,

“~h

Proposition 6,.2: ‘ ) L
) The set of ipternally visible polygons is a subset of the set

of L-convex polygons.

Proof:

#

Let 2 andby be two point of the intermally visible polygen g;
the kernel of P, ker(P) is not empty. Let g be any 'point'in‘kcrtr),
then the line segigntg yq and gz lie completely in Py As y and = were

-

any tvo points, then P is L-convex.
-4

/

The coa!gtsd is not-alyays true. Refer to the exanple of

f£ig 6.1.

Qﬂilﬁn
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Algorithm LCONVEX
(‘) step 1:Using a kérnel algorithm, compute ker (P)
if ker (P) #¢ then terminate ™ P is L-convex "
step 2:
For i=1 to n do
compute F(P,vl), using procedure VIS~POL
For each vindov in stack L do ;
check the visxhility of the hidden region
associatcd ‘with’ tﬁo-ilndow, using- YISIBILITY ..
if VISIBILIT!LtOtIintt‘lfiith*ERO“visibility'

then terminate ® P is not L-convex "

step 3: ' ,

tersinate " P is L-convex®

end LCONYEX - '
l L

»
v,

the llgo:ithns alployta.

k»‘;h“\

!ho coxrnctnnss of this procedure follows fros tho corzectness of
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1. Conzlusion

#e have presented a group of algorithams to solve different hidden
/ l

line problems, The new tesnlts’afe:

- = 2 linear time, and thus optimal, algoritha to find the edges of a
sinple polygon P visible, or partially visible, from a point in any of

the ¢three configurations: interior, blockedl exterior, and fres

ixtetior.
Yao (23) introduced an algorithm to solve the hidden shtfagu
problem for ele-entkry objects. A natural extension is to design an

efficiant algorithm for the general three dimensional hidden surface
/
problen.

- an S(n2 ) algorithm to compute the visibility polygon of‘IP from
one of its edges, A natural question is to find the lover bound of
Eyis problem, '

- an o(n; algorithm to check ihg 2-vigibility of a poiy§o£ from an
intsrior point. raychock the L P -convexity the ;olygon, ve check the

\ 2~v£§1hilit} of .the polygon froa éathvctttx resulting in an 0(92)

N

znnnlug time.

i

xu 1ntnrast1ng gneﬁtion is to atsign a linnnr algoritha to find
- f.!w tiuiuu intw-r Xy, uch that tn poinou is k-visiblo from a given

_— inuxmx punx.wam et et e e e
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- an algoriths for the art gallery problen\has been "preseanted to

(’r ¢ check whether or not the polygon is completely, strongly or boundary

Q

visible from a set of interior points.

A natural extension is to present a computationally, practical
solution to the area visibility case. ‘
. : |
—Xrinally, we have introduced an equivalence relation under vhith
two polygons are similar  if the vertices of each polygog can be
labelled %yclicail’y such that their visibility graphs are isomorphic.
An 0(n?) algorithm'using the paétern matching algoriths by Boyer and

Moore has been presented. ‘ \
AR O(2) algorithm to generate the visibility graph, vhere P is

the nuaber of the edges in the graph, will be a great improvement,

o
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Appendix

Patterp matching in stripgs
' o
In this appendix, we describe the pattern matching algoriths in
strings by Boyer-foore (#) that searches for thas location, i, of the
first occurrence of a character string, pat, of 1length patlen in

, another character string,string.

Th2 basic -idea behind the algorithm is that more informationm 1Q
gained by matching the pattern from the right- than from the lefq.
ghi:h allows the algorithm to proceed in large Jjumps through the
string., Thus the algoritha has the wunusual property that, in wmost
cases, not all of the first i characters of string are checked. The
actual number of chnract;rs inspected depends on the Astatistical
properties of the characters in pat and string,  however, the average

nusber decreaszes as patlen increases.

<

The notation pat(j)”:otcts to the j th character in pat, wvhere
pat(1) is the first character to the lsft. Similarly, string(i) is the
) ith :harnctc¥‘$n string, ve define two tables deltal and delts2. The

5

. tiilt has as many enteries as there are characters in the alphabet /-

defined as - ~ .
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if char does not exist in pat
then deltal(char) := patlen

else delta‘l'(/char) := patlen - J
vhere j‘is the maximum integer

such th;t pat (j)=char

Tbe second has as many enteries as there charactars in the
pattern., delta2(j) is the distance we can slide pat dovn to align the
discovered occurrence(in string) of the " last patlen-j characters of
pat with JAts gightnost plausibe reoccurrence, plus the additional
distance ve have to slide down s0 as to restart the process of.
matzhing at the right end of pat. ;rhe positio;: !;f the righnt-ost~ ,
plausible reoccurrence of the terminal tring substring vhich starts ’
at position j§+1, rpr(j), is the greatest k less than or egual ¢>

©

patlan such that

(Pat (J+1)¢es s pat (paglen) ymatches{pat {k)...pat (k¢ patien-»j-n}

and either k<1 or pat({k-1)=pat(J). . R

/
a ~
so,

S « delta2(j) := patlen + 1 - rpr (J) ¢ jﬂ,i,...,patlcn

\

Inmagine that pat is plac-d' on top of string., Consider what we
learn if we feotch the character of string, char, that is aligned with.

!

the last character of pat.’ 9
<

. i . ‘
Dbservation 1. If\‘\ (tho last occurrence of char in pat is

deltal(char), characters from the right end of pat, then ve know that

\\ue can slide pat down deltatl(char) pésitiqu vlthont‘chlocnig\ for
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49lta2 i5 at least as large as a+1,

matches. The reason is that if ve vere to move pat by less than
1e1ts1(cha£;,the occurrence of a match of char would require an
occurence of char in pat to the right of the rightmost.

Now, suppose tha{ char matches the last character of pat. Then we
nust deatermine vhether the previous in string matches the second from
the last chatacter in pat. If so, ve continue backing up until we have
matched a11 of pat, or else we come to a -is-atch at some new char
after matching the last a characters of pat.

Observation 2.a. We can use the same reasoning to slide pat down
by deltai(char). If the right most occerrence of char in pat is to the
right of the ligiatchéd character, then deltat{char) is worthless ani
slide pat down ‘by one, This shifts our attention down string by a+1

characters. If the right wmost character occurs in pat to the left of

"the mismatch, we can slide pat by deltal (char)-m to align the two

occurrences of char,and this shifts our attention down string by
deltai(char) charactefs. '

Observation 2.b. We knov that the next = characters of string

match the final = chnracters of put. and they are precedsd by char

vhich iq different from pat(patlon--). rharotOto, vc shift " our
attantion ‘down stting by ﬂolta2(pnt1cn~n) chargcéori, vheres
dnltnz(patien-n) is based on the pésition in pat ot‘gh- rightmost
plassible reoccurrence of the terminal. a cbnracilts of pat. |
. . . \
As ve wish to shifet pft down as far as possiblc,‘!’ shift our
attention dovn string by the maximum of Just 501tn1«un6 delta2, as

-
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We now specify the algorithm i
Prozeiure MATCH '
stringlen == length of strimng
$ := patlen ‘ ! " | '
: 5 tOP: i£ 1 > stringlen then terminate "false"™ .
! § = pithn . e
loop: if  3=0 then terminate "match at e1m
if string (i)=pat(3y) ’ B 1
then ' ' .
1 3= i-1 . ‘
.  BELIE L n - ’ .
go ‘t\o loop .
T 7 4= 1+ max (deltal(string(i)),8elta2(3)) ‘ N ¥
‘ , N i B '
go to top ‘ - , ) . ,
/ - , '
N rd 3
and’ mATCH ”
‘ , 1
*
r . ’
3 .?3
. .
. & 7 v l "
) ‘ , *ﬂ 5 ," . ‘”1
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