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CHAPTER I

DATA COMPRESSION SYSTEMS

Modern communication methods have rendered possible the transmission of analog (continuous) waveforms in digital (discrete) form. The many advantages and disadvantages offered by these techniques are now well known and have been extensively covered in the literature. Pulse-code-modulation is one way to achieve this transformation and has been applied to voice, video and telemetering data for more than a decade, thus causing a tremendous increase in the amount of digital information which must be transmitted from one point to another. The capabilities of present-day communication channel may not be sufficient to accommodate all the signals generated.

At reception, the information often appears in a format not suitable for immediate use and must, therefore, be stored before it is processed and decoded. This results in a waste of memory space and processor's time, both costly items.

Hence, excessive bandwidth occupancy and time required for sorting the "useful" information out of this large amount of data are the two main factors that led engineers to consider more efficient ways to process digital information.

Methods were devised to remove, at least partially, the redundancy of the message by taking advantage of the degree of "predictability" which exists among the sequences.

* For some expected quantities of scientific data from deep-space see reference (1).
which form the message.

Any data compression scheme that has been developed is, therefore, directly related to how the input waveform was originally sampled. We know that a bandlimited time function must be sampled at least at twice the highest frequency contained in that signal in order to extract all the information contained in the waveform. Most PCM systems are built according to that rule.

However, in the case of many telemetry signals, there are some periods of low activity, and redundancy occurs during these periods which are grossly oversampled. Since little or no information is gained by sending the samples occurring during a low activity period, these samples are redundant and need not be sent.

Data compression or redundancy reduction consists in processing the data prior to transmission so that the received waveform can be reconstructed with a minimum number of samples to any desired accuracy. For the purpose of comparison, we will take this tolerance to lie within one quantization step of the A/D converter.

Since the occurrence of nonredundant samples is random, the data compression techniques described in the sequel usually employ temporary buffer storage of compressed data, which enables the actual transmission to be synchronous and at a rate lower than the Nyquist rate. A simplified block diagram of a data compression system is shown in Figure 1.1.
Figure 1.1  FUNCTIONAL BLOCK DIAGRAM OF A DATA COMPRESSION SYSTEM
In the course of this study we shall assume a binary symmetric channel corrupted by additive Gaussian noise.

1.1 Definitions

A data compression system will be formally defined as a communication system which adapts itself to the time-varying information content of the data and seeks to maintain an output rate which is consistent with signal activity without significantly affecting the efficiency of the transfer of information.

It appears from this definition that several systems can fulfill these requirements, and hence, classification of the data compression systems is attempted in the next section. Let us first define some technical terms that will be often used in the sequel.

It was implied in the above definition that a signal can be regarded as having a varying effective bandwidth or a quasi-stationary spectrum. A "quasi-stationary spectrum" will be defined as a short time spectrum, the mean of the signals exhibiting discontinuities between samples ("sample" is taken here in the statistical sense). It will be shown that this is a minimum requirement if adaptive methods are to be used.

To evaluate compression algorithms, we must consider some figures of merit which will serve as a basis of comparison. All things being equal, a "good" system should exhibit a high compression ratio. In the following, three compression
ratios, namely, sample compression ratio, bit compression ratio and energy compression ratio, are defined, each taking care of a different aspect of data compression.

1. **Sample Compression Ratio**

\[
C_s = \frac{\text{Total number of samples generated}}{\text{Number of nonredundant samples transmitted}} = \frac{S_T}{S_{NR}}
\]

This formula is useful to ascertain the amount of redundancy inherent in a given message, for a specific compression algorithm.

Although this figure of merit is often quoted, it does not describe the efficiency of the overall system. This efficiency can be reduced considerably if we take into account the timing information that must be sent to the receiver in order to obtain a proper reconstruction of the signal. We have already stated that we are essentially concerned in this study with synchronous systems. This entails sending the time of occurrence of each sample as well as the sample amplitude, and leads us to define a bit compression ratio.

2. **Bit Compression Ratio**

\[
C_B = \frac{\text{Number of bits to send (uncompressed data)}}{\text{Number of bits to send (same compressed data)}}
\]

Notice that the numerator represents the number of bits sent by a fixed sampling-rate PCM system, designed to yield predetermined error fidelity criteria.

* The error is due mostly to the quantization noise.
ratio $C_B$ is valid only if the waveform reconstructed from the compressed data exhibits the same quantizing noise as the PCM system, since higher bit compression ratio could be obtained if we relaxed our fidelity requirement for the compressed data and maintained a more rigid one for the non-compressed data.

The denominator of $C_B$ consists in the number of bits necessary to represent both level and timing information. However, in (1.2), no mention has been made of synchronization bits. In digital systems, it is indeed imperative to maintain synchronization between transmitter and receiver, and this is usually achieved by sending at regular intervals a special word called the synchronization code-word. The receiver should be able to decode this word with as little ambiguity as possible, so the code word should exhibit a pattern not often encountered in the stream of information bits. Preferably, the code word should be short and its frequency of occurrence is chosen in an optimal way with respect to parameters such as noise in the channel, speed of recovery when synchronization is lost, acceptable number of synchronization loss per unit-time. We shall call the interval between two consecutive synchronization words a line. This terminology is taken from television where a line is indeed characterized by synchronization pulses marking its beginning and ending. In the following we shall assume an error-free synchronization procedure. Hence, error propagation is limited to one line. In many practical instances, this is a rea-
sonable assumption, because enough redundancy can be inserted in the sync word to ensure accurate decoding. It is also true that the sync word will be short compared to the length of a line. Hence, we have not included the sync word in any of the expressions for the compression ratios.

We can now express formula (1.2) in the following way

\[ C_B = \frac{N S_T}{S_{NR}(N+w)} = \frac{C_s}{1 + w/N} \]  

where

- \( N \) = number of bits per sample level
- \( w \) = number of bits required for timing information

Equation (1.3) shows explicitly that \( C_s \) is an upper bound for the compression ratio of any system. The bit compression ratio \( C_B \) will approach this bound for small \( w \). But, \( w \) depends only on the addressing scheme devised to identify nonredundant samples; we now consider the three following addressing schemes

a) Run Length Encoding  
A run is defined as a series of consecutive redundant samples. The run length is then the number of redundant samples in a given run. Run length encoding consists in transmitting the levels of all nonredundant samples together with binary words expressing the number of redundant samples following each nonredundant sample. The first sample in each line is always nonredundant. If a line has \( L \) samples, then \( w \leq \log_2 L \). If \( w < \log_2 L \), say \( w = \log_2 T \) where \( T < L \), some run lengths will be truncated if they exceed \( T \) bits.
Choosing the right value for $T$ depends essentially on the bound $C_s$, hence, on the source statistics.

The bit compression ratio for run length encoding is

$$(1.4) \quad C_B = \frac{C_s}{1 + \log_2 T/N}$$

b) **Position Word Encoding** The level and the address of each nonredundant sample are transmitted. The address refers to the position of the sample in the line of data.

The bit compression ratio is (here $w=P$, $S_T=L$)

$$(1.5) \quad C_B = \frac{C_s}{1 + P/N}$$

where $P = \log_2 L = \text{number of bits per address word}$

c) **Single Address Word Encoding** The levels of all nonredundant samples in one line are transmitted as a block. This is followed by a single address word consisting of a number of bits equal to the total number of samples per line. This $L$-bit word is such that a zero in the $i$th position indicates the redundancy of the $i$th sample, while a one in the same position indicates a nonredundant $i$th sample.

The bit compression ratio is then given by

$$(1.6) \quad C_B = \frac{NL}{NS_{NR} + L} = \frac{L}{S_{NR} + L/N} = \frac{C_s}{1 + C_s/N}$$

since $C_s = \frac{S_T}{S_{NR}} = \frac{L}{S_{NR}}$.

Now we wish to select the encoding scheme to obtain
the largest $C_B$ possible. This is possible only if we can assume a value for the sample compression ratio $C_s$, and this assumption depends on the source statistics. If the source statistics are unknown, we must rely on intuition to guide our choice.

In Figure 1.2, we have plotted the effects of the three addressing schemes on the bit compression ratio versus the sample compression ratio.

From this plot we see that for practical values of $C_s$ and $L$, the position word encoding gives the lowest bit compression ratio. For small values of $C_s$ the single address word encoding appears to be best, but run length encoding is superior to both schemes for larger values of $C_s$. Because it is simple to implement, run length encoding is used more frequently than any other coding methods (in particular for digital encoding of TV signals).

3. Energy Compression Ratio

Up to now, we have considered an errorless channel. However, in the practical case of a noisy channel, the degradation incurred by the compressed data may be more significant than for corresponding non-compressed data. The cause for this increased noise sensitivity can be intuitively deducted from the fact that when compression is introduced each transmitted sample represents $C_s$ samples in the average. Thus, the reconstruction procedure will propagate an error in the sample level word over $C_s$ samples while with regularly sampled systems only
Figure 1.2  EFFECT OF ADDRESSING SCHEME ON  
THE BIT COMPRESSION RATIO
one sample would be affected. This is the only type of error propagation incurring in an asynchronous data compression system. It is easily evaluated and is given later. However, for synchronous data compression, there is another kind of degradation, which is due to errors occurring in the timing information that must be sent to the receiver.

We have previously assumed that synchronization is error-free, so that errors do not propagate beyond a line of data. But, an error in a run length word causes a shift in data location within the line where it occurs (this is true for any addressing scheme used). The variance of this location error increases linearly with distance from the synchronization code word. It is much more difficult to assert the influence of this type of error on the reconstructed waveform, and often one must resort to subjective tests rather than the conventional mean squared error criteria. For example, timing errors can be disastrous for compressed TV signals where entire lines are destroyed.

There are two ways to remedy this situation. First, an increase in transmitter power will improve the signal-to-noise ratio and result in fewer channel errors. But, the bit compression ratio defined above does not take into account this extra energy in the signal. Davisson (2) has proposed a figure of merit called the energy compression ratio. This ratio, $C_e$, is defined as the ratio of the average energy required to send a sample in a non-compressed communication.
tion system to that required in a compression system for the same data quality at the receiver, and under the same noise conditions and transmission scheme. Data quality could be given in terms of r.m.s. error or probability of sample error.

The energy compression ratio is often difficult to compute; Davisson has attempted an analysis of a first-order Markov source.

Now it may happen that the transmitter power is fixed, as is often the case in telemetering applications, and the preceding trade-off cannot be accomplished. Since we are concerned with digital transmission, an alternate solution is to use error correcting codes. The insertion of some "organized" redundancy back in the compressed data could hopefully improve the signal-to-noise ratio, at the cost of decreasing the bit compression ratio. The effect of coding on $C_B$ can be expressed as follows

\[
C_B = \frac{NL}{SNR(N+w+R)} = \frac{CS}{1 + (w+R)/N}
\]

where $R$ = number of bits allowed for coding.

1.2 Classification

Realizable data compressors fall into two main categories, namely, Entropy Reducing (ER) and Information Preserving (IP) transformations.

1. Entropy Reducing Transformations

This type of transformation performs an irreversible
operation which results in an "acceptable" deterioration with respect to the fidelity criteria.

Examples of entropy reducing data compressors are narrow-band filters, limitors, vocoders (compression of speech), TV picture compressors. Generally, a special ER device must be designed for each application and no interchange is possible. An ER compressor usually operates directly on the data source, before sampling and quantization.

By definition, ER transformations reduce the fidelity of the source. But, to achieve data compression, they must also reduce the entropy of the input signal. To show that this is always true, we represent the analog source at the input of the ER device as a discrete source \( X = x_1 \) with \( M \) levels. This representation is valid since the thermal noise of the source and the imperfections of the instrumentation needed to measure the source characteristics limit our measurement precision. Hence, we can only distinguish \( M \) states of the source (\( M \) may be quite large but is bounded).

Now, the entropy of the source is

\[
H(X) = -\sum_{i=1}^{M} P(x_i) \log P(x_i)
\]

and if we denote by \( Y \) the output of the ER device, we may write

\[
H(X,Y) = H(X) + H(Y/X) = H(Y) + H(X/Y)
\]

Noting that \( y_i = f(x_i) \), we have \( H(Y/X) = 0 \). But, since
ER transformations are irreversible, $H(X/Y) > 0$. It follows that

$$H(Y) = H(X) - H(X/Y) < H(X)$$

which proves that ER compression results in a reduction in entropy.

A narrow-band low-pass filter is often used to achieve ER compression. Indeed, one can show that the maximum entropy of a source is proportional to the dimensionality of the signal space and a filter reduces this dimensionality.

Before passing to IP compression methods, we briefly describe some source encoding techniques. This will lead us to define an ideal compression ratio. We divide the coding of information into two parts, as shown below

![Diagram of source encoding and channel encoding](attachment:source_encoding_diagram.png)

Channel encoding consists in inserting some controlled redundancy into the information flow so as to combat noise more efficiently.

Source encoding directly influences the bit rate of the transmission through the channel. Assume a band-limited white Gaussian process, which is sampled at the Nyquist rate and quantized optimally to $M$ levels.

(i) Binary Encoding - The $M$ quantization levels are encoded into $r$ binary digits where $M \leq 2^r$. 

(ii) M-ary Encoding - Rather than encoding each sample separately, a block of \( k \) samples is encoded at once, where \( k \) is such that \( M^k = 2^h \) for some \( h \).

(iii) Entropy Encoding - The quantization levels do not have the same probability. We take this into account by entropy encoding; it consists in what Oliver (3) has coined as N-gramming. If a quantization level has probability of occurrence \( p_i \), we assign \( \log p_i \) binary digits to its encoding. Hence, shorter codes are assigned to the more probable levels. The Shannon-Fano code and the Huffman code are typical examples of N-gramming.

Now, for each of these schemes, there is an optimum number of quantization levels \( M \) for a given mean square error, i.e., a value of \( M \) that will minimize the rate at which it is necessary to transmit information. Goblick (4) has analyzed these schemes and arrived at some curves which are reproduced in Figure 1.3.

It is known that Shannon's rate distortion function yields the minimum possible transmission rate for a given data error. The rate distortion lower bound \( R(\epsilon) \) is also plotted in Figure 1.3, thus showing that entropy encoding requires only .25 bits per sample more than the lower bound.

However, the efficiency of entropy encoding depends strongly on the source statistics, and hence, it can only be applied safely to highly correlated stationary sources. A time-varying signal could result in certain cases in a band-
Figure 1.3 DATA RATE FOR BINARY CODING

\[ R(\varepsilon^2) = \frac{1}{2} \log_{\theta_2} A / \varepsilon^2 \]

**Source**

\[ \nu(u) = \exp \left( -u^2 / 2A \right) / (2\pi A)^{\frac{1}{2}} \]

\[ H(v) = - \sum_{i=1}^{M} \nu_i \log_{\theta_2} \nu_i \]

\[ H^*(\varepsilon^2) = \frac{1}{4} + \frac{1}{2} \log_{\theta_2} \frac{A}{\varepsilon^2} \text{ bits/sample} \]
width expansion. To achieve an efficient coding, the designer must then resort to adaptive methods, and a sub-optimal system is usually obtained. Adaptive coding is a sub-optimal procedure which consists in monitoring continuously the source statistics and updating the coding procedure according to these measurements. Hence, the past history of the signal is used in the determination of future code assignments. The decision rule which performs this mapping need not be adaptive itself and a fixed rule known to both the transmitter and the receiver greatly facilitates the design of the system, since it is then unnecessary for the transmitter to send information on how and when this rule has varied. However, the source must be quasi-stationary if we expect a limited number of measurements to converge to some useful statistics.

This procedure results, therefore, in a compromise between the optimum value set by the rate distortion function (attainable when the signal statistics are completely known) and the maximum entropy coding which transmits the total information (straight PCM).

In the next section, a practical implementation of entropy encoding for pictorial data is briefly described. We simply observe here that the measurement of signal statistics can approach ideal coding for ergodic processes (like TV signals). In the more practical case of quasi-stationary processes, one should detect only the fast transients of the data, since experiments have shown that coding assign-
ments are not influenced by neighbouring statistics (5).

Although the complexity of entropy encoding has led designers to prefer other methods of data compression, the concept has proved useful in establishing some bounds with respects to compression ratios. In particular, it is possible to define an ideal compression ratio* which does not depend on the procedure used to perform the data compression. The ideal compression ratio is defined as the maximum source information rate in the absence of any compression algorithm, divided by the entropy of the source. Now it is well known that the maximum entropy of a source $X = \{x_i\}$, where $i = 1, 2, \ldots, M$, is obtained when all symbols are equally probable, or equivalently, when there is no redundancy in the signal. In that case $p_i = 1/M$ and

$$H_{\text{max}} = -\frac{1}{M} \sum_{i=1}^{M} \log_2 M = \log_2 M$$

But, the actual entropy of the source is

$$H = -\sum_{i=1}^{M} p_i \log_2 p_i$$

Hence, the ideal compression ratio can be expressed as

$$C_{\text{ideal}} = \frac{\log_2 M}{-\sum_{i=1}^{M} p_i \log_2 p_i}$$

* sometimes called "optimum compression ratio"
When the source statistics are known, the ideal compression ratio can be calculated and the performance of various data compression algorithms can be compared to $C_{\text{ideal}}$ which is an upper bound for all possible algorithms (note that the sample compression ratio $C_s$ is an upper bound only for the bit compression ratio achieved by a given procedure).

Finally, we note that entropy coding, as well as the information preserving transformations which will be defined shortly, causes an increase in entropy. Indeed, letting $R$ denote the redundancy of the source, we have

$$R_X = 1 - H_X / \log M$$

and after compression

$$R_Y = 1 - H_Y / \log M$$

But, we must have $R_Y \geq R_X$; thus $H_Y \geq H_X$. This is due to the fact that adjacent samples in the compressed data are less correlated than before compression when prediction has been successful.

The ideal compression ratio can be expressed in terms of the source redundancy $R$, in the following way

$$C_{\text{ideal}} = \frac{1}{1 - R_X}$$

For more information on this subject, the reader is referred to the literature (6) (7).
2. Information-Preserving Transformations

Information-preserving (IP) transformations are a reversible mapping of a set of message symbols into a set of sequences containing less binary digits. The signal can always be reconstructed exactly and the choice of the coding procedure, if redundancy is to be removed, depends essentially on the signal statistics. However, the exact nature of this dependency is not usually known and there is no unique solution for an optimum mapping. Often, a method of trial and error will result in the desired procedure, but for certain input waveforms (e.g., voice and TV signals) a mathematical model is found very useful.

Since IP data compression reduces the number of samples that must be transmitted, it also reduces the energy required to transmit the source information within some tolerated error criteria.

The basic types of compression exhibiting these features are polynomial curve fitters, statistical predictors and adaptive samplers (8-13).

A. Polynomial Curve Fitting

(i) Polynomial Predictors This method involves the approximation of the signal between sample points by a polynomial and is mathematically equivalent to an interpolation process. If we let $X_t$ represent the predicted value of a sample at time $t$, we can write the following difference equation
where $X_{t-1}$ is the value of the sample occurring at time $t-1$,

$$\Delta X_{t-1} = X_{t-1} - X_{t-2}$$

$$\Delta^2 X_{t-1} = \Delta X_{t-1} - \Delta X_{t-2}$$

$$\quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad$$

$$X_{t-2} = X_{t-2} - X_{t-3}$$

$$\quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad$$

$$\Delta^n X_{t-1} = \Delta^{n-1} X_{t-1} - \Delta^{n-2} X_{t-2}$$

Equation (1.8) implies that $X_t$ is predicted according to the value of the $(n+1)$ previous samples.

The simplest form of predictor is the zero-order predictor (ZOP) given by $(n=0)$

$$\hat{X}_t = X_{t-1}$$

It represents the largest possible set of consecutive data samples within an accepted error tolerance, by a horizontal straight line. In practice, a tolerance band or "aperture" $K$ is placed about the preceding sample. This aperture is usually taken equal to or a multiple of the quantization step. If the level of the sample at time $t$ exceeds the level of the previous sample by an amount equal to the aperture $K$, then it is judged nonredundant and is transmitted. This nonredundant sample forms now the new reference for comparing the ensuing samples. Otherwise, it is discarded as redundant, and hence, is
not transmitted. The algorithm for the zero-order predictor is illustrated in Figure 1.4.

Note that according to this algorithm, timing information must be sent with each nonredundant samples. For the signal shown above there are eight nonredundant samples, hence eight timing words must be transmitted along with the eight level words. It is possible, however, to modify the preceding algorithm so that fewer timing words will be required for the reconstruction of certain types of data. The modified algorithm is shown in Figure 1.5.

It is easy to show that in no case will the modified algorithm require more timing words than the preceding algorithm. For the portion of signal given in Figure 1.5, two timing words are transmitted (instead of eight). However, for the modified algorithm, a flag is required to differentiate level information from timing information and this could increase the length of the timing and level words by one bit.

Another form of polynomial predictor is the first-order predictor. In this case, we have

\[ \hat{X}_t = X_{t-1} + \Delta X_{t-1} \]

where

\[ \Delta X_{t-1} = X_{t-1} - X_{t-2} \]

There are several methods for representing redundant samples by a straight line segment (15). We give here only one method, as illustrated in Figure 1.6. The mechanization of this pro-
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1. Store and transmit first sample $X_0$ and time of occurrence.
2. Put tolerance $K$ about $X_0$ to obtain $X_0-K < X < X_0+K$.
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Figure 1.4 ZERO-ORDER PREDICTION ALGORITHM
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Figure 1.6 FIRST-ORDER PREDICTOR ALGORITHM

1. Store and transmit first sample $X_i$ and timing word

2. Store and transmit second sample $X_{i+1}$

3. Compute $X_{i+1} - X_i$

4. Compute $X = X_{i+1} + n(X_{i+1} - X_i)$
   n = 1 initially

5. Obtain $X > X_{i+1} + n(X_{i+1} - X_i) - K$
   > $X_{i+1} + n(X_{i+1} - X_i) + K$

6. Is next sample $X_{i+2}$ within aperture?
   - NO
     Go to 1. Let n=1 and replace i by i+2
   - YES
     Go to 1. Replace n by n+1 and in step 6 replace i by i+1
cess will be given in the next section.

(ii) Polynomial Interpolator The difference between interpolator and predictor is that for interpolators the interpolation is affected by the sample values between the last transmitted value and the present one.

Zero-Order Polynomial Interpolator As for the zero-order predictor, the redundant portions of the input signal are represented by a straight line, but the difference exists in the choice of the reference sample to represent the redundant set. The reference sample for the interpolator is determined at the end of the redundant set, whereas for the predictor it was the first sample. Also, the reference sample \( X_t \) in the interpolator is the average between the largest sample \( X_l \) and the smallest \( X_s \) in the redundant set.

B. Statistical Predictors

Statistical predictors involve prediction of samples by weighting a set of previous samples in some specified manner. The difference between this method and the types previously mentioned is that the prediction rule is self-controlled. It is determined by a learning process which makes use of a set of previous samples not necessarily immediately prior to the predicted sample. An optimum predictor is, in principle, possible if the power spectrum of the signal is known exactly. If not, one can expect a sub-optimum predictor.
The prediction equation could be represented by some linear combinations of past samples

\[ X_t = \sum_{k=1}^{M} a_k X_{t-k} \]

This is the equation of a linear nonrecursive filter and the coefficients could be obtained by solving the Wiener-Hopf equation for discrete data.

More details on statistical predictors are to be found in (14) and (15). This method is too complex for practical hardware implementation and the results have been obtained by computer simulation.

C. Adaptive Samplers

One way to eliminate redundancy in a sequence of samples is to adjust the sampling rate to the information content of the source, since this would produce nonredundant samples only. But this demands complete knowledge of the source statistics and generally telemetry systems are greatly oversampled. Another drawback of this method is that after each change in the sampling rate, there exists a period during which the signal cannot be accurately reconstructed. This procedure, though theoretically interesting, has, therefore, not been implemented.

Before concluding this section, we shall add to the preceding classification some methods which can, at least in principle lead to data compression.
1. **Transformation Compressors** A transformation is performed on the analog or digital data by nonlinear or linear transformation. At the receiver, decompression is obtained by applying an inverse transformation. Logarithmic amplifiers, filters and compounders are practical examples of transformation compressors. Other types of transformation compressors are Fourier filtering and Karhuncn-Loeve compressors. Because of their complexity, the last two methods have not been implemented.

2. **Parameter Extraction Compressors** The method consists in extracting a particular parameter from the signal and transmitting this parameter alone. This process is irreversible since the original data cannot be reconstructed from the transmitted parameter.

3. **Bit-Plane Encoding** (16) This interesting method consists in partitioning the information bits into subgroups so that some of the subgroups can be encoded efficiently. We shall see in the next section how this method is implemented. The method has proved useful when the amplitude spectrum of the data is concentrated in different ranges in different time intervals. It is an information preserving method.

1.3 **Implementation**

We consider in this section the implementation of some data compression systems based on redundancy reduction and entropy reduction techniques.
1. Redundancy Reduction  A simplified block diagram common to all redundancy reduction schemes is shown in Figure 1.7. The reference memory stores all data which will serve to perform the compression; they are previous samples, tolerance limits, slope limits, selection of a particular algorithm, etc. The comparator determines then whether each new sample is redundant or non-redundant, and updates the reference memory accordingly. The non-redundant values are sent to the buffer memory, which permits synchronous transmission through the channel. The design of the output buffer is an important and often difficult task. The size of the buffer is proportional to the expected overall compression efficiency of the system and to the maximum degradation acceptable in the reconstructed waveform. Indeed, even for stationary sources, the observation over a short interval of the stream of redundant samples often indicates a large deviation from the average flow. This will cause either overflow or underflow of the buffer. Overflow is the most serious drawback because it causes the loss of nonredundant samples, and since the redundancy of the data has already been reduced. Several studies exist on the subject of optimum and adaptive buffering. References (17) and (18) present an excellent coverage of the various techniques available.

The block marked as "timing and control" provides the necessary signals to control the sequence of operations which the data compression system must perform. The timing signals are derived through logic circuitry from a clock.
Figure 1.8 shows a more elaborate block diagram of a typical telemetering data compression system, while Figure 1.9 is a detailed description of the data compressor.

In Figure 1.8, the block marked as "queue monitor" delivers a control signal which is a function of buffer occupancy. This signal is used to adjust the aperture tolerance initially set for optimum performance in such a way as to decrease the data rate at the compressor output. This method, due to Massey (19), reduces the accuracy of the output data regardless of the data activity. Buffer overflow can, however, be controlled by adaptive filtering of the input signals. (Input signals are often filtered prior to multiplexing to avoid aliasing errors due to sampling) Adaptive filtering would cause additional degradation only in the high activity part of the data, which would otherwise cause the buffer to overflow.

2. Adaptive Methods

Adaptive Predictor

The general block diagram of an adaptive predictor compression system is given in Figure 1.10; this technique was first suggested by Balakrishnan and applied to pictorial data via computer simulation (20). The system is essentially an adaptive ER transformation, in this case a predictor, which consists in an arithmetic unit, a memory and a control signal generator. Each sample $S_a$ is compared with its predic-
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ted value $S_p$ and the prediction error $e_p = S_a - S_p$ is obtained. The value of $e_p$ is then compared to some predetermined error threshold, $Q$; if $e_p > Q$ the sample in question is significant and must be transmitted; if $e_p < Q$ the sample is predictable and hence redundant. This part of the system is similar to the preceding polynomial predictors described previously. The fundamental difference is in the feedback from the comparator output to the predictor which serves to update the prediction mechanism. The updating can be accomplished in several ways. For example, if we want to predict the $k^{th}$ sample $S_k$, having observed the $m$ preceding samples, we could try to obtain the best nonlinear estimate for $S_k$ in the m.s. sense, given by

$$\hat{S}_k = \mathbb{E}(S_k / S_{k_1}, S_{k_2}, \ldots, S_{k_m})$$

or

$$(1.9) \quad \hat{S}_k = \sum_{i=1}^{m} i \Pr( S_k = i / S_{k_1}, S_{k_2}, \ldots, S_{k_m})$$

where $i$ denotes the $i^{th}$ quantum level.

The memory of the predictor should be updated so that the conditional probability given in (1.9) be estimated from the data. It follows that the predictor's efficiency will be proportional to the storage capability of the memory; the larger the size $m$ of the memory, the better will be the estimate of the conditional probability, hence that of $\hat{S}_k$. In practice, since there are $M^m$ possible observations of the vector $S_{k_1}, \ldots, S_{k_m}$, the size $m$ of the memory is limited to three.
Figure 1.10  ADAPTIVE PREDICTOR
Other methods to achieve prediction are given in (21). We describe now an adaptive coding procedure which can be used in conjunction with the preceding method.

**Adaptive Coding**

Source encoding is this case by entropy encoding. The adaptive method consists in measuring the efficiency of the coding procedure and determining a new procedure according to the result of this measurement.

As for the previous method, an error signal must be produced and fed back to the source encoder. This error can be obtained in the following way.* Let \( \{ p_i \} \) be the probability of occurrence of a sequence \( \{ x_i \} \) and \( \{ q_i \} \) the probability of occurrence of \( \{ y_i \} \). If the sequence \( \{ y_i \} \) occurs and is encoded with \( -\log_2 p_i \) bits per symbol, then the excess number of bits used for the \( i \)th sequence is

\[
\delta_i = \log_2 q_i - \log_2 p_i = \log_2 p_i / q_i.
\]

The average number of bits per sequence in excess is

\[
\Delta H = \sum_i q_i \delta_i = \sum_i q_i \log_2 q_i / p_i.
\]

Now, after the measurement of \( S_T \) realizations, the best estimate of the \( q_i \) is given by \( \Lambda = S_i / S_T \), where \( S_i \) is the number of occurrences of the \( i \)th sequence out of the \( S_T \) realizations. Initially, we code for maximum entropy (\( p_i = 1/M \)). Then the initial excess is

* This method has been suggested by Blasbalg and Van Blerkom (5).
\[ \Delta H_1 = \sum_{i=1}^{M} \log_2 \lambda_i M = M \log_2 M + \sum_{i=1}^{M} \lambda_i \log_2 \lambda_i. \]

If \( \Delta H_1 \geq \Delta H_0 \), the maximum entropy coding is inefficient and we code with \( p_i = \lambda_i \). If \( \Delta H_1 < \Delta H_0 \), we continue with the initial code.

The new measurement now yields

\[ \Delta H_2 = \sum_{i=1}^{M} \lambda_i \log_2 \lambda_i / p_i. \]

For samples of reasonable size, it has been shown that \( \Delta H \) has a chi-square distribution of \((N-1)\) degrees of freedom. The sensitivity of \( \Delta H \) to variations of \( \lambda \) can be obtained from the following equation

\[ \Delta H = \log_2 \lambda / p + (1 - \lambda) \log_2 \frac{1 - \lambda}{1 - p}. \]

The plot shown in Figure 1.11 illustrates the excess bits as a function of \( p \) when the true probabilities are \( \lambda \). It is seen from these curves that there is no excess when coding matches the statistics. Also, the curves are flat near the minimum, indicating that the coding is not sensitive to small deviations from the exact probabilities \( \lambda \). Therefore, the statistical estimates \( \lambda_i \) could be obtained from a relatively small set of samples.

A functional block diagram of an adaptive coder is shown in Figure 1.12. The output of each block is explicitly stated and the overall operation follows the description given above. A control line has been added to adjust the source en-
tropy in accordance with the channel status, hence avoiding excessive degradation of the data when the channel is overloaded.

The implementation of an adaptive data compression for multiple sensor outputs is given in (5); this reference also considers the effect of adaptivity on the ideal compression ratio.

For the simple case described above, it is clear that the upper bound of the bit compression ratio is (21)

\[
C_B \leq \frac{\log_2 M}{p \log_2 \left(\frac{1}{p}\right) + (1-p) \log_2 \left(\frac{M}{1-p}\right)}
\]

where \( p \) is the probability of making an accurate prediction.
Figure 1.12 BLOCK DIAGRAM OF ADAPTIVE CODER
3. Bit-Plane Encoding  This method consists in forming groups of $M$ consecutive samples, and storing their quantized values vertically in a buffer memory. Each group contains, therefore, $NM$ bits where $N$ is the number of bits necessary to describe each sample. Looking at the memory as a rectangular array, we see that the least significant bits of all the words in the group lie on the same horizontal line. That is, the $N^{th}$-order bit of each sample is taken to form an $M$-bit sequence, called a "bit-plane. The bit-plane procedure is to encode and transmit the bits in each of the planes sequentially. It is obvious that when the data contain a high degree of predictability, the most significant bit-planes should contain long runs of zeros or ones. Thus these planes can be significantly compressed by some type of run-length encoding.

The following table describes the arrangement of bits in the memory, for $M = 8$, $N = 4$.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>[1]</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

[1] is the second-order bit of the sixth word. The second-
order bit-plane is $0\ 1\ 0\ 1\ 0\ 1\ 0\ 1$.

The implementation of a bit-plane encoder is illustrated in Figure 1.13. The monitor looks at each bit-plane to determine how each plane is to be treated. Essentially, the monitor distinguishes between four types of plane, depending on the "count-of-changes" $C$ indicating the number of times adjacent bits in a bit plane are different. Thus, if $C = 0$, then the plane is monovalued and is described summarily (i.e., by transmitting only the value assumed by all the bits and indicating that the plane is monovalued). We refer to these planes as class A planes. Class B planes are those for which the number of runs is small enough to be profitably compressed, or more precisely, those planes for which $0 < C < (M/\log_2 M) - 1$. Run-length encoding could then be used. Finally, class C planes correspond to $C \geq M/\log_2 M$ and the plane is transmitted bit by bit.

The preceding plane identification can be accomplished with three bits. An extra bit could be used for single error detection. The best choice for the size $M$ of a bit-plane depends on many factors and should be determined for each particular application.

We shall study the effect of channel noise on this technique in Chapter IV.
Figure 1.13 BIT-PLANE ENCODER
CHAPTER II

THE RANDOM VIDEO PROCESS

Compared to many forms of data transmission, picture transmission requires a relatively large bandwidth, since considerably more data seem necessary to produce an adequate visual signal.

Yet it has been known for a number of years that video signals exhibit a greater redundancy than any other information sources. This redundancy appears to the viewer in the following way; a large portion of the information conveyed by the picture seems to be concentrated in the contours of the objects rather than in their intensity. Since contours are determined by sudden variations of intensity, it is reasonable to assume that the video signal could be efficiently represented by difference signals, i.e., "jumps" between adjacent samples. Large differences should occur less frequently than small ones since it is more likely that a randomly chosen point of an image lies in a "run" (i.e., an area of uniform or slowly varying intensity) than on a contour. This property suggests the use of differential PCM coupled with a Shannon-Fano coding procedure and some interesting results concerning DPCM appear in (20) and (21).

Another solution would be to take advantage of the existence of the uniform runs lying between contours; one could think
of implementing a system which minimizes the number of bits describing those runs. The simplest method consists in a zero-order predictor associated with a run-length encoder, as described previously. Whatever the method used, the statistical correlation between neighboring elements sets a bound on the final efficiency (i.e., compression) of the system. Compression techniques for a video source have been purely statistical, or psychophysical, or a combination of the two. In this study, we shall be mostly concerned with the former method, but some psychophysical properties will be briefly discussed.

This chapter reviews some of the most fundamental results obtained in picture bandwidth compression. It is divided in four sections; in the first section the statistical properties of a video source are described. The choice of appropriate coding techniques depends strongly on these properties. Their efficiency is usually measured against a standard which consists of PCM (uncoded) transmission. The second section, therefore, is concerned with PCM television and the effects of noise on the reconstructed image. Section 3 summarizes some forms of statistical coding and the last section describes some aspects of psychophysical coding.

2.1 Statistics of video signals

The large quantity of experimental data which have now been gathered to study the statistics of television signals allows us to judge the efficiency of the various models proposed up to date. The following results are mostly due to the work of Seyler.
Any particular image can be modelled by a continuous function of three variables \( I(x,y,t) \) where \( x \) and \( y \) are the spatial coordinates and \( t \) is the time coordinate. The function \( I(x,y,t) \) represents the light intensity distribution of the image and can be written as

\[
I = I(n\Delta x, m\Delta y, kT)
\]

which corresponds to a discrete representation of the process. Note that sampling is always present in a TV signal and is due to line scanning which performs the mapping of a two-dimensional process into a function of time.

Investigations have been mostly concerned with first-order probability distribution of the levels of picture elements, the second and third order probabilities between adjacent picture elements and with the autocorrelation function of television signals. The main results are summarized below.

(i) Amplitude distribution is essentially non-stationary. Indeed different pictures yield different amplitude histograms and it has also been observed that even a single image can produce different histograms when certain photographic parameters are varied (24). Since all forms of histograms can occur, one can state that the first-order probability of picture levels tends towards a uniform distribution if a sufficient number of frames are considered. Thus knowledge of the amplitude distribution alone gives no indication on the redundancy of the signal.
(ii) This redundancy becomes apparent when conditional probabilities are examined, i.e., when we consider the statistics of "difference" level between adjacent samples (elements); for a typical image the probability distribution of difference level is stationary and it is found that small differences are more probable than large ones. Moreover, the conditional probability of two adjacent samples having the same amplitude is about $10^6$ times that of having amplitudes differing by the maximum amount. The distribution of sample differences is approximately laplacian.

(iii) From the statistical distribution of power in the frequency domain of the signal, we can deduce the correlations existing between elements in space and time (i.e., between the same spatial elements in successive frames). Franks (23) has shown that the autocorrelation function of the three-dimensional television process can be assumed separable, i.e., we can write

\[(2.1) \quad \phi(\tau) = h(\tau) g(\tau) f(\tau)\]

The three component functions $h(\tau)$, $g(\tau)$ and $f(\tau)$ represent the influence of element-to-element, line-to-line and frame-to-frame correlations, respectively. For typical picture material, there seem to be an extreme concentration of power near multiples of the line scan and frame scan rates.

A model characterizing the luminance process has been proposed by Franks who identifies the video signal with a random step function (Figure 2.1) with Poisson distributed zero crossings.
and independent amplitudes having a rectangular probability distribution.
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Figure 2.1 Random Video Signal

Assuming also that the random step function is a wide-sense stationary Markov sequence, it can then be shown that the correlation functions \( h(\tau) \) and \( g(\tau) \) are exponential.

Thus (2.1) becomes

\[ (2.2) \quad \phi(\Delta x, \Delta y, T) = A \exp(-\alpha |\Delta x| - \beta |\Delta y| - \lambda T) \]

where \( A \) is given by \( A = \phi(0,0,0) \) and \( \alpha, \beta, \lambda \) are constants.

Equation (2.2) can also be written in the following form (considering spatial correlations only)

\[ (2.3) \quad \phi(\Delta x, \Delta y) = A \exp\left[ -\sqrt{(\Delta x)^2 + (\Delta y)^2} \right] \]

Equation (2.2) has been reasonably confirmed by several correlation measurements and the average values of \( \alpha = 0.0256 \) and \( \beta = 0.0289 \) were derived empirically (26). (On the average \( \alpha = \beta \))

The power spectrum of the process is given by the Fourier transform of (2.2) and power spectral density measurements performed by Dericugin (27) have also shown the validity of (2.2).
The existence of a non-zero autocorrelation function assures us that some compression is possible since, as shown by Elias (28), the autocorrelation function furnishes a lower bound to the redundancy of the signal. Thus for a high correlation $A$ between neighbouring picture elements, the lower-bound redundancy is approximately equal to

$$R \approx -\frac{1}{2} \log_2 (1 - A) \text{ bits/sample}$$

For typical picture material, the correlation between two points along the spatial dimensions was found to be of the order of .90 but this value decreases very rapidly with increase in the distance between samples. (Nyquist rate assumed).

Also measurements made on adjacent frames of motion picture films have resulted in a correlation factor of .80.

Using the random step function described above to model the analog video process, Narayanan and Franks (29) have recently derived the power spectral density of digitally encoded video signals. The expression obtained consists of a product of four factors characterizing the effects of the digital pulse shape, quantizing and coding, scanning raster, and the bandwidth of the analog signal. It is also shown that large concentrations of power occur at multiples of frame rate, line rate and sampling rate when the video signal is encoded by PCM or DPCM. Various measurements have confirmed this periodic concentration of power.

In summary, the model proposed by Franks fits the statistical measurements of first and second order distributions. In particular this model permits us to have a better insight
into the statistics of runs, which are analyzed next.

The transition matrix of the difference signal obtained from an image shows explicitly the dependence between levels and difference levels; the predictability of the signal lies in this dependence which manifests itself in the following way:

(i) Successive jumps are likely to be of equal magnitude (or to differ by a small amount) if the first jump is not too large.

(ii) Given that the first jump is large, it will more likely be followed by a small jump.

Note that this process is upper-bounded since the signal has finite amplitude. However the probability of no jump (zero difference) between two picture elements is larger and implies the existence of large picture areas (runs) where levels are constant within a small tolerance $\eta$. We are interested here in the statistical behaviour of the run lengths. We know that the amplitudes $S_j$ of the samples are dependent. Consider a run consisting of $n$ samples $\{S_{ij}\}$, $(j = 1, \ldots, n)$. One can assume that the amplitudes of runs $\{S_{ij}\}$, $(i = 1, 2, \ldots)$ are stationary and that they occur randomly and independently in time (the level difference between runs consisting of a dependent random variable with an exponential probability distribution).

We are interested in obtaining the expected value of the run length, i.e., we want to compute

$$E(w) = \int_0^\infty w p(w) \, dw$$
where \( w_i \) \((i = 1, 2, \ldots)\) is the random variable denoting the run length and \( p(w) \) is the probability density of the run length.

Now we have assumed that the distance from an arbitrary point \( t_0 \) to the next random point \( t_i \) is a r.v. independent of what happened outside the interval \((t_0, t_i)\). But this is equivalent to

\[
\Pr(w / w \geq t_0) = \Pr(w - t_0)
\]

It is shown in probability calculus that the only function satisfying the above condition is an exponential. Furthermore, since the autocorrelation function of the video process is given by

\[
\phi(\tau) = \lambda e^{-\lambda \tau}
\]

it can be shown that

\[
p(w) = \lambda e^{-\lambda w}
\]

and the probability distribution of the run length is therefore given by

\[
P(w) = \int_0^w \lambda e^{-\lambda z} \, dz = 1 - e^{-\lambda w}
\]

Since we are supposing that the video signal is sampled at a fixed rate, we must define a Poisson process for a quantized system, i.e., the r.v. \( w_i \) can assume discrete values only; in other words we consider the case where the occurrence of runs takes place at times \( n \Delta t \), where \( n \) is an integer and \( \Delta t \) is the minimum duration of the run. For convenience we set \( \Delta t = 1 \). The minimum run length is therefore composed of one sample at least, and to obtain the discrete probability density \( p(n) \), the area
under the continuous density function \( p(w) \) between points \( w = (n-1) \) and \( w = n \), is lumped at point \( n \). Thus

\[
(2.4) \quad p(n) = P( w \leq n ) - P( w \leq n-1 )
\]

\[
= (1 - e^{-\lambda n}) - (1 - e^{-\lambda (n-1)})
\]

\[
= (e^{\lambda} - 1) e^{-\lambda n}
\]

where \( 1 \leq n < \infty \).

This expression represents the probability distribution of run length in discrete form, and the expected value of run length is given by

\[
E(n) = \sum_{n} n \left( e^{\lambda} - 1 \right) e^{-\lambda n}
\]

\[
(2.5) = \left( e^{\lambda} - 1 \right) \sum_{n} n e^{-\lambda n}
\]

Noting that

\[
n e^{-\lambda n} = -\frac{d}{dn} \left( e^{-\lambda n} \right)
\]

and that

\[
\sum_{n} e^{-\lambda n} = \frac{1}{1 - e^{-\lambda}}
\]

we obtain from (2.5)

\[
E(n) = \left( e^{\lambda} - 1 \right) \frac{e^{-\lambda n}}{(1 - e^{-\lambda})^2} = \frac{1}{1 - e^{-\lambda}}
\]

The probability distribution of run length given by (2.4) can therefore be written as

\[
(2.6) \quad p(n) = \frac{1}{E(n) - 1} \left( \frac{E(n) - 1}{E(n)} \right)^n
\]

This result is in agreement with the statistical mea-
surement of run length performed by Cherry (31).

It is sometimes convenient to write Equation (2.6) in the following way

\[(2.7) \quad p(n) = \frac{p(1)}{1 - p(1)} \left( 1 - p(1) \right)^n \]

where \( p(1) \) is the probability of a run consisting of a single element.

Considering now a jump \( \xi \) of amplitude \( \frac{2^x - 1}{2^k} \) (where \( x \) varies from 0 to \( k \)), it is possible to derive the relation which exists between the statistics of runs and those of jumps. Indeed, it can be shown that (21)

\[1 - p(1) = \frac{1}{2^x} \sum_{i=0}^{2^x-1} p^{2^x}(i/i)\]

where \( p(i/i) \) is the probability of a sample with amplitude \( i \) given that the preceding sample has the same amplitude.

2.2 **PCM Encoding of Video Signals**

Before compressing digitally encoded video signals, it is important to know the effects of changes in system parameters on the picture quality when PCM transmission is used. Given a certain picture quality, the designer wishes to choose the system parameters such that the number of bits per frame to be transmitted is a minimum. The effect of sampling and quantizing on picture quality has been studied by many authors, and this section is based mainly on the works of T.S. Huang (30), R.E. Graham (32), Seyler (33) and Roberts (34).
2.2.1 Visibility of Noise

Visual response to noise is an important factor of any picture coding system, since noise is due both to channel imperfections (additive Gaussian noise), and the encoding procedure, which yields an output within some finite error. For example, the finite number of quantization steps of PCM produces what is usually called the quantizing noise. However, it is important to predict noise visibility under a wide variety of conditions.

What is known can be summarized in the following facts (35):

1) Noise is less visible in a complicated picture.

2) Noise is more visible if it is correlated with the picture than if it is random. Hence, quantizing noise is more visible than additive random noise of the same r.m.s. value.

3) The presence of noise in a picture reduces its contrast and its sharpness.

4) The spectrum of the image affects the visibility of noise in a way which is not yet fully understood.

5) Randomly scattered noise is usually less visible than noise with local structures (i.e., noise which occurs in bursts).

The quality of the received picture is clearly affected by the visibility of noise and other distortion occurring during the transmission. The influence of various system parameters on the noise visibility has been investigated, and we
2.2.2 **Sampling**

Consider first the case of a noiseless channel and assume L samples are taken to describe a line. Each sample is quantized into one of $2^k$ distinct levels. For commercial television, about 500 samples per line ($L = 500$) and 50 to 120 brightness levels ($k = 6$ or 7) are required to achieve a resolution comparable to present-day analog systems. A smaller $L$ results in poorer resolution while smaller $k$ introduces artificial contours. The total number of bits per picture is $N = L L k$. Consider now the following sampling process (32)

Peterson and Middleton (36) have shown that for a fixed number of samples per frame, prefiltersing and postfiltering with ideal low-pass filters yield the least mean square difference between the output and the input. Subjective tests performed by Huang have

* This is true if uniform quantization is used, however, one bit can be saved by using logarithmic quantization, thus matching more closely the properties of human vision.
consolidated that theory.

Huang (37) has also shown that the sampling pattern affects the output picture quality. Moreover, he showed that, given N, the total number of bits per picture, there seems to be an optimum choice for the values of L and k. From a series of subjective tests, isopreference curves were drawn (the points on these curves represent pictures of equal subjective quality, for various values of L and k), indicating strong dependence on the picture type. Hence, for pictures with a large amount of details, k can be small (only a few brightness levels are needed), but L should be large. In this case, the optimum value is picture dependent. In general L should be large for a picture with a large amount of detail, while in a picture with a small amount of detail, k should be large.

2.2.3 Quantization

Quantization noise can be reduced by placing a pre-filter and a postfilter around the quantizer, and D.N.Graham (38) has obtained with this method a picture essentially free of artificial contours using only three bits per sample. Generally, a smaller number of quantization levels can be used if the quantization noise can be transformed into random noise. An interesting technique has been proposed by L.G.Roberts (34). It consists in a pseudo-random noise modulation technique, in which a noise with rectangular spectrum and peak-to-peak value equal to one quantum step is added to a picture before quantization, the same noise being subtracted from the quantized
received picture. Roberts showed that this procedure would result in an unquantized output to which has been added a random noise with the same r.m.s. value. With this method, four bits per sample have been found acceptable.

2.2.4 Coding and Channel Noise

For a noiseless channel, the particular code chosen to represent the $2^k$ brightness levels has no bearing on the received picture. However, in the case of a noisy channel, the amount of noise in the received picture depends on the code chosen. For the $k$-bit straight binary code, the noise power is given by*:

$$N_B = \frac{P_B}{3} \left(2^{2k} - 1\right)$$

where $P_B$ is the channel error probability, and for a $k$-bit reflected binary Gray code, it is equal to

$$N_b = \frac{(4^k - 1)}{6} - \frac{1 - 2P_B}{2} \frac{\left(4^k - (1 - 2p)^n\right)}{4 - (1 - 2p)}$$

It is clear that

$$N_b \geq N_B \quad \text{for } P_B \leq 1/2$$

Thus a Gray code results in a larger average noise power.

Generally speaking, the subjective effect of noise is not the same for digital transmission and analog transmission. It has been found (37) that for high SNR, white Gaussian noise is more annoying than the noise arising from a binary symmetrical channel, while for low SNR the reverse is true, the crossover point being about 20 dB.

* This expression is derived in Chapter III (Section 3.1)
2.3 Psychophysical Coding

The coding methods proposed in Section 1.1 all rely on the statistical constraints which exist among the picture elements. To improve the efficiency (in terms of compression ratio) of picture coding, one can take advantage of the properties of human vision. In other words, the fidelity criteria are matched more closely to the psychophysics of vision. Thus psychophysical coding consists in altering the original picture in such a way that it can be described by a smaller number of bits. Note that this process is irreversible since what has been discarded from the original signal cannot be recovered. This distortion of the signal should, however, not be noticeable by the human viewer. Briefly, what is discarded is what would not have been seen anyhow. Experiments conducted at the M.I.T. and by Seyler (39) have confirmed the following facts.

- In vision, spatial and contrast resolutions are exchanged so that the number of contrast levels that can be distinguished in small objects is substantially smaller than in large, almost uniform areas. Thus, if run length encoding is used, the level of short runs could be quantized more coarsely than that of long runs, resulting in a smaller overall bit rate.

- Motion resolution is also exchanged for detail resolution, i.e., the resolution of spatial details in moving objects deteriorates. Hence, the number of samples per frame could be reduced.
Spatial resolution is considerably reduced when the observer is confronted by a sudden change of scene. Extensive tests performed by Seyler (39) have shown that the human observer would not perceive a temporary reduction of spatial detail for an average of 750 milliseconds after a scene change. The experiment consisted in reducing temporarily the bandwidth of standard television signals after scene change by means of a transient controlled low-pass filter. It was found that the initial bandwidth could be set at one twentieth of the system bandwidth reached at the end of the recovery transient.

This result is particularly useful when frame difference coding is applied. This method takes advantage of the statistical correlation which exists between adjacent frames (40) and results in what Seyler has called frame run coding. The coding procedure consists in transmitting a new frame only when consecutive frames display a sufficient number of different elements. However, to obtain a reasonable compression ratio with this method, it would be necessary to take large averaging intervals in view of accommodating scene change. This drawback can be overcome by subjecting the picture to a resolution transient when the scene changes. During the first quarter of a second, only 20% of the total samples need be sent, thus reducing the bit rate even under sudden and complete scene change in the flow of pictures.

All forms of coding described above have a common property, which becomes more apparent in a noisy channel. It consists in the fact that an error occurring in one of the coding
words propagates beyond the time of occurrence of this error. In other words, there is a shift in the position of all data following the error. This shift usually persists until a sync pulse resets the system. In the case of television signals, the length of the data between sync pulses constitutes a line; hence error will propagate over an entire line. In the next chapter, we compute the magnitude of this error.
We have seen in Chapter I that the standard by which to compare data compression techniques is taken as a constant rate, time-sampling PCM system. Therefore, we first determine the effect of noise on the reconstructed waveform in a PCM system. We assume that the channel is corrupted by additive white Gaussian noise with a zero mean and one-sided spectral density $N_0$.

3.1 PCM Systems

Let the amplitude of the source be uniformly distributed between 0 and +1 volt, and suppose that each sample is quantized into $q$ levels as shown in Figure 3.1.

Then $q=2^k$, where $k$ is the length of the PCM word. The mean square (m.s.) error $\epsilon_{PCM}^2$ in the reconstructed data can be expressed as the sum of three independent errors. Thus,

$$\epsilon_{PCM}^2 = \epsilon_1^2 + \epsilon_2^2 + \epsilon_3^2$$
where

\[ \epsilon_1^2 \quad \text{expected squared quantization error}, \]
\[ \epsilon_2^2 \quad \text{expected squared transmission error}, \]
\[ \epsilon_3^2 \quad \text{expected squared threshold error}. \]

The error due to quantization is easily found to be

\[ \epsilon_1^2 = \int_{-\alpha/2}^{\alpha/2} \alpha x^2 \, dx = \frac{1}{12} \frac{1}{2^{2k}} \]

where \( \alpha = 1/2^k \). This error is independent of the channel characteristics and the modulation scheme employed, and represents a lower bound for the overall error \( \epsilon_{\text{PCM}}^2 \). We regard it as an implementation error since it depends only on the number of bits, \( k \), per word which is initially chosen by the designer. Thus the quantization error is common to both compressed and non-compressed systems.

\( \epsilon_2^2 \) is due to channel noise; we assume that \( P_B \), the probability of bit error is small enough that only one error need be considered in each word consisting of a sequence of \( k \) bits, and that the probability of a given bit in error is uniform over the length \( k \) of the word. We may then write

\[ \frac{\epsilon_2^2}{\text{error in a PCM word}} = \frac{1}{k} \sum_{j=1}^{k} 2^{-2j} \]

The probability of one error in a sequence of \( k \) bits is

\[ \Pr(\text{one error}) = k P_B (1 - P_B)^{k-1} \approx k P_B \]
Thus the transmission error $\varepsilon_2^2$ is given by

$$ (3.2) \quad \varepsilon_2^2 = \frac{k P_B}{k} \sum_{j=1}^{k} 2^{-2j} = \frac{P_B}{3} (1 - 1/2^{2k}) $$

Note that this relation holds for straight binary encoding only.

Karp (41) has shown that (3.2) holds even when we consider the possibility of more than one error in a $k$-bit word.

### 3.2 Bit Error Probabilities

The expression (3.2) found for the m.s. error of a PCM system depends on the parameter $P_B$, the bit error probability. Theoretical expressions have been derived for bit error probabilities; essentially $P_B$ depends on the mode of transmission (i.e., the modulation technique used at the transmitter), the propagation medium (fading or nonfading) type and the detection technique used at the receiver. Table III-1 summarizes some values of $P_B$.

In this study we shall concentrate on the following scheme; matched filter-coherent detection for nonfading medium. We also assume binary antipodal signal.

We define the signal power to be $S$ watts; $E$ is the signal energy per bit, and the data rate is $R$ bits/sec. Then for binary transmission $T = 1/R$, and we have

$$ E = S T = S/R $$
<table>
<thead>
<tr>
<th>SIGNALLING METHOD</th>
<th>Receiver Characteristics</th>
<th>Nonfading Medium</th>
<th>Fading Medium</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FSK</strong>&lt;br&gt;(Frequency shift keying)</td>
<td>Matched Filter-Coherent Detection</td>
<td>$\frac{1}{2} \left(1 - \text{erf} \frac{E}{N_0}\right)$</td>
<td>$\frac{1}{2} \left[1 - \left(\frac{E/N_0}{E/N_0 + 2}\right)^{\frac{1}{2}}\right]$</td>
</tr>
<tr>
<td><strong>FSK</strong></td>
<td>Matched Filter-Incoherent Detection</td>
<td>$\frac{1}{2} e^{-E/2N_0}$</td>
<td>$\frac{1}{E/N_0 + 2}$</td>
</tr>
<tr>
<td><strong>PSK</strong>&lt;br&gt;(Phase shift keying)</td>
<td>Matched Filter-Coherent Detection</td>
<td>$\frac{1}{2} \left(1 - \text{erf} \frac{E}{N_0}\right)$</td>
<td>$\frac{1}{2} \left[1 - \left(\frac{E/N_0}{E/N_0 + 1}\right)^{\frac{1}{2}}\right]$</td>
</tr>
<tr>
<td><strong>DPSK</strong>&lt;br&gt;(Differential Phase shift keying)</td>
<td>Matched Filter-Differentially Coherent Detection</td>
<td>$\frac{1}{2} e^{-R/N_0}$</td>
<td>$\frac{1}{2} \left(\frac{1}{E/N_0 + 1}\right)$</td>
</tr>
</tbody>
</table>

**Table III-1**  **BIT ERROR PROBABILITIES**

**Note**  The information in this table is to be found in

M. Schwartz, W. R. Bennett, S. Stein  "Communication Systems and Techniques"
Then with coherent reception, $P_B$ is minimized for antipodal signals and is given by

$$P_B = \text{erfc} \sqrt{\frac{2E}{N_0}} = \text{erfc} \sqrt{\frac{2S}{N_0 R}}.$$  

We can now, following Viterbi (42), express $P_B$ in terms of $S/N_0 B$, the channel SNR in the bandwidth of the modulation, and $q$, the number of quantization levels.

If the sampling period is $\tau$, we have

$$B = \frac{1}{2 \tau}$$  

But, if each sample is quantized into $2^k$ levels, $k$ bits must be sent every $\tau$ seconds. Hence

$$\tau = kT = k/R = \frac{\log_2 q}{R}$$  

and

$$B = \frac{R}{2 \log_2 L}.$$  

Thus we obtain for coherent reception

$$P_B = \text{erfc} \sqrt{\frac{2S}{N_0 R}} = \text{erfc} \sqrt{\frac{S/N_0 B}{\log_2 q}}.$$  

We now derive a useful approximation due to the asymptotic expression for the complementary error function.

$$\text{erfc} x = \frac{2}{\sqrt{\pi}} \int_0^\infty e^{-y^2} dy \approx \frac{e^{-x^2}}{x \sqrt{\pi}} \sim e^{-x^2}, \quad x \gg 1.$$  

where $\sim$ indicates an order of magnitude.
Hence, for coherent bipolar transmission we have

\[ P_B = \text{erfc} \sqrt{\frac{2S}{N_0 R}} \sim \exp\left(-\frac{2S}{N_0 R}\right) \]

where only the dominant exponential factor has been retained.

In particular, this expression shows clearly the effect of the transmission rate on \( P_B \). Suppose we know \( P_B \) for a given \( R \). Then if we wish to transmit information at a lower rate, say \( R' = \frac{R}{\alpha} \), we obtain the error probability

\[ P'_B = \exp\left(-\frac{2S}{N_0 R'/\alpha}\right) = \left[\exp\left(-\frac{2S}{N_0 R}\right)\right]^\alpha \sim P_B^\alpha \]

If \( P_B \ll 1 \), the bit error probability for the slower rate can be many order of magnitude smaller than \( P_B \).

This is a fundamental result in digital communication that has been often neglected when data compression is considered.

### 3.3 Data Compression Systems

Similar to the PCM systems, data compression systems are subjected to both quantization and transmission errors, but the output of a compressor can also be further degraded by an implementation error caused by the tolerance chosen to compare the data sample at the output of the fixed-rate sampler. We call this type of error "aperture error" and compute the resulting m.s. error.

#### 3.3.1 Aperture Error

For a zero order system, each sample is declared either
redundant or nonredundant, depending on the relative value of the actual sample with respect to the value of the preceding sample. Denote the aperture magnitude by $\gamma$ and let $S_i$ be the amplitude of the $i$th sample.

Then, if

$$S_i - \gamma \leq S_{i+1} \leq S_i + \gamma$$

$S_{i+1}$ is redundant and is not sent.

If $S_{i+1} - S_i > \gamma$, i.e., if the sample $S_{i+1}$ value falls outside the $S_i \pm \gamma$ bounds, then it is nonredundant and must be transmitted.

Let $a$ denote the magnitude of a quantization step, and suppose that the signal has been quantized before entering the data compressor. Then the amplitude difference between two signals are multiples of $a$ and we can express the aperture $\gamma$ as a function of $a$

$$\gamma = \pm ma, \ m = 0, 1, 2, \ldots$$

If we set $m = 0$, (i.e., a sample is nonredundant unless it exactly equals the preceding sample) there is no aperture error and the m.s. error of the reconstructed waveform depends only on the quantization error (defined in preceding section) and the transmission errors.

The error introduced by an aperture of $ma$ is then $\pm a, \pm 2a, \pm 3a, \ldots, \pm ma$ and we assume that it is uniformly distributed in the interval $(-ma, \ldots, 0, \ldots, +ma)$. Hence

$$P(\gamma_i) = \frac{1}{2m+1}$$
where \( y_i = i a \), \( i = 0, \pm 1, \ldots, \pm m \).

The mean square aperture error for a redundant sample is then

\[
E(y^2) = \sum_{i=-m}^{m} P(y_i) y_i^2 = \frac{1}{2m+1} \sum_{i=-m}^{m} a^2 i^2
\]

\[
= \frac{2a^2}{2m+1} \sum_{i=1}^{m} i^2 = \frac{a^2 m (m+1)}{3}
\]

But \( a = 1/2^k \), where \( k \) is the length of the quantized word. Also for a nonredundant sample \( E(y^2) = 0 \) since the actual value of the sample is transmitted. Errors will occur only in \( (C_{sm} - 1) \) redundant samples and the m.s. aperture error for the reconstructed waveform is thus

\[
\gamma_{aperture}^2 = \frac{m(m+1)}{3(2^2k)} \left( \frac{C_{sm} - 1}{C_{sm}} \right)
\]

where \( C_{sm} \) is the average sample compression ratio measured when the compressor has an aperture \( m \) (i.e., the compression ratio is a function of the aperture).

### 3.3.2 Transmission Errors

Transmission errors (due to white Gaussian noise) in data compression systems fall in two categories; namely, the errors in level informations and that in timing informations.

**Errors in level information**

We consider first an asynchronous compression system; then no timing information need be sent and errors occur in the level words only. However, in this case, an error affects an average of \( C_s \) words. This propagation of the error over \( C_s \)
samples can therefore be expressed in function of the transmission error of a non-compressed system, and referring to Equation (3.2) we have

\[
E_{\text{compressed}} = C_s \epsilon^2 = C_s \frac{P_B}{3} (1 - 1/2^{2k})
\]

where \( P_B = \exp(-\frac{2S}{N_0 R}) \) is the error probability of the non-compressed PCM system. Note that here \( C_s = C_B \) since no addressing scheme is used.

![Diagram](image)

**Figure 3.2**  
(a) Asynchronous Data Compression  
(b) Possible sample pattern sent through the channel

Referring to Figure 3.2-a, it is evident that an asynchronous system does not result in bandwidth compression. In the pattern of samples shown (one of many possible), samples \( s_i \) and \( s_{i+1} \) are adjacent and nonredundant, hence they appear at the
compressor output as they would in a PCM system. The bandwidth of transmission in an asynchronous system, being determined by the time interval between the "closest" significant samples, must therefore be the same as the PCM bandwidth if the pulses representing \( s_i \) and \( s_{i+1} \) are to be transmitted with no additional distortion.

Thus, although the average rate of the asynchronous system is smaller than the rate of the non-compressed system, the bit error probability \( P_B \) must depend on the highest rate which could possibly appear during the transmission of the whole message. Clearly, the maximum rate is that of the non-compressed system, i.e., \( R \).

The m.s. error due to transmission errors in an asynchronous compression system is \( C_s \) times the m.s. error of a non-compressed system. To improve the performance of the compression system, we can

- a) increase the quantization resolution, hence increase \( k \),
- b) decrease \( P_B \) by increasing the signal energy,
- c) use coding technique by adding back some controlled redundancy.

Note that the three methods result in a smaller overall compression ratio, i.e., \( C_B \) departs from \( C_s \).

The first two methods are analyzed next.

(a) Suppose we increase the quantization resolution by \( x \) bits. Then the word length becomes \((k+x)\) bits and the m.s. error
due to quantization is now

\[ \epsilon_1^2 = \frac{1}{3 \cdot 2^{2(k+x)}}. \]

For a word length of \( k \) bits, the m.s. error is

\[ \epsilon_1^2 = \frac{1}{3 \cdot 2^k}. \]

Hence, denoting by \( \Delta \epsilon_1^2 \) the decrease in \( \epsilon_1^2 \) resulting from the use of \( (k+x) \) bits per word, we can write

\[ \epsilon_1^2 = \frac{1}{3 \cdot 2^k} - \frac{1}{3 \cdot 2^{2(k+x)}} = \frac{2^x - 1}{3 \cdot 2^{2(k+x)}}. \]

But, the increase in the bit rate causes the following

(i) A decrease in compression ratio. Indeed, with a word length of \( (k+x) \) bits, we have

\[ C_B = \frac{C_s}{1 + x/k}. \]

(ii) An increase in the bit rate \( R \). The new rate is now

\[ R' = \frac{k+x}{x} R. \]

(iii) An increase in the m.s. error due to transmission errors, i.e.,

\[ (3.8) \quad \epsilon_2^2 = \frac{p_B^1}{3} (1 - 1/2^{2(k+x)}) C_s. \]

Note that the bit error probability is increased since we now have

\[ p_B^1 = p_B \left( \frac{k}{k+x} \right). \]
The loss incurred by this method is thus

\[(3.9) \quad \Delta \varepsilon_2^2 = \frac{P_B}{3} (1 - 1/2^2(k+x)) C_s - \frac{P_B}{3} (1 - 1/2^{2k})\]

The problem is now, given \(P_B\), \(k\) and \(C_s\), what is the value of \(x\) which yields

\[(3.10) \quad \Delta \varepsilon_1^2 \geq \Delta \varepsilon_2^2 .\]

This value of \(x\) must then be inserted in (1.2) to obtain the bit compression ratio and see if \(C_B\) is large enough to make compression still worthwhile.

By varying \(k\) through a wide range of values (2 to 11) and computing \(\Delta \varepsilon_2^2\) and \(\Delta \varepsilon_1^2\), it is seen that inequality (3.10) is satisfied for \(x = 1\). In this case \(C_B\) is given by

\[C_B = \frac{k}{k+1} C_s\]

(b) We assume here that the value of \(P_B\) is such that the quantization error is the dominant term in the equation for the m.s. error \(\varepsilon^2_{\text{non-compressed}}\). We wish to determine the increase in signal energy necessary to obtain

\[(3.11) \quad \epsilon_{\text{compressed}}^2 = \epsilon_{\text{PCM}}^2\]

Referring to (3.8) we see that the value of \(P_B\) must decrease to \(P_B' = P_B / C_s\); but

\[P_B' \sim \exp \left( - \frac{2S}{N_0 R} \right) \sim P_B^\alpha\]

Therefore we must have
\[
\alpha \frac{P_B}{C_s} \sim \frac{P_B}{C_s}
\]
or
\[
\exp(\alpha \log P_B) \sim \frac{P_B}{C_s}
\]
and
\[
\alpha \log P_B \sim \log P_B - \log C_s
\]
yielding
\[
\alpha = 1 - \frac{\log C_s}{\log P_B} = 1 + \frac{\log C_s}{\log 1/P_B} > 1
\]
Hence
\[
(3.12) \quad P'_B = \exp\left(- \frac{2S \left[ 1 + \log C_s / \log(1/P_B) \right]}{N_0 R} \right)
\]
For small \(C_s\) and \(P_B < 0.5\) the increase in signal power is small and the choice between method (a) or (b) will depend on the particular application of the system and the available transmitter power.

We now consider the effect of transmission errors in level words on synchronous compression systems.

Figure 3.3-b illustrates a typical set of samples as it would appear at the output of the compressor. In an asynchronous system, the samples would be fed directly into the channel. To obtain bandwidth compression, the samples are buffered and read out at a fixed rate into the channel. The effect of buffering, as can be seen in Figure 3.3-b is to eliminate all indication pertaining to the location of the nonredundant samples; hence timing words must accompany the level words, thus enabling the receiver to restore the non-transmitted samples. The bit compression ratio \(C_B\) depends on the scheme used to transmit this.
Figure 3.3  

a. Synchronous Compression System  
b. Pattern of samples at output of compressor  
c. Same information at output of buffer  

extra information and determines the rate of the compressed data. As in the asynchronous case, bit errors propagate over an average of $C_s$ samples, and since the rate of transmission is now $1/C_B$ that of the non-compressed system, we may write

$$(3.13) \quad \epsilon^2_{2 \text{ level}} = \frac{C_s}{3} (1 - 1/2^{2k}) (P_B) C_B$$

The total m.s. error due to channel noise is

$$\epsilon^2_2 = \epsilon^2_{2 \text{ level}} + \epsilon^2_{2 \text{ timing}}.$$  

We shall determine $\epsilon^2_{2 \text{ timing}}$ in the following paragraph. We observe that $\epsilon^2_{2 \text{ level}}$ increases linearly with $C_s$ and decreases exponentially with $C_B$. Hence, for small $P_B$ and close values of
Errors in Timing Information

We will analyse here the effect of bit error in the address word for zero order systems, and consider first the case of run length encoding.

A. Run Length Encoding

Recall that a line is framed by synchronous pulses which are received in an ordered fashion. Let \( L \) be the number of elements in a line and \( n \) be the number of elements in a line that are received along a line by keeping a running total of all the data elements.

This addressing technique identifies the position of the non-compressed samples. We have

<table>
<thead>
<tr>
<th>Level ( \epsilon )</th>
<th>Log ( \frac{P_b}{1-P_b} )</th>
<th>( C_b )</th>
<th>( C_s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \epsilon &gt; \frac{\pi}{2} )</td>
<td>( \log \left( \frac{1}{1-C_s} \right) )</td>
<td>( C_b &gt; 1 )</td>
<td>( \frac{\log \frac{P_b}{1-P_b}}{\log C_s} )</td>
</tr>
<tr>
<td>( \epsilon \leq \frac{\pi}{2} )</td>
<td>( \log \left( \frac{1}{1-C_s} \right) )</td>
<td>( C_b &lt; 1 )</td>
<td>( \frac{\log \frac{P_b}{1-P_b}}{\log C_s} )</td>
</tr>
</tbody>
</table>

In the compressed system, we have

\( C_b \) and \( C_s \), \( \epsilon \), \( \frac{\pi}{2} \) is smaller than the \( \frac{\pi}{2} \) of the non-compressed.
reconstructed samples is affected by this error. Also, assuming that the run length word consists of \( r \) bits, an error in the most significant bit of \( (RL)_n \) will cause a displacement of \( \pm 2^{r-1} \) samples for the remaining segments, thus resulting in a loss of synchronization for the remainder of the line.

Note that when \( C_s \) is the average compression ratio per line, then exactly \( C_s \) run-length words must be sent per line and we can take the number of nonredundant samples per line to be \( L/C_s \) (a fixed number).

If, however, \( C_s \) has been obtained by averaging the redundancy over a whole frame, then the exact number of nonredundant samples per frame is \( LM/C_s \) where \( M \) is the number of lines per frame, but the number of nonredundant samples per line is a random variable whose expected value must be determined.

In Chapter II, we found that the run length had an exponential distribution \( p(w) = \lambda e^{-\lambda w} \). The expected value of \( w \) yields the average sample compression ratio \( C_s \). Hence

\[
E(w) = C_s = \int_0^\infty w \lambda e^{-\lambda w} \, dw = 1/\lambda.
\]

or

\[
\lambda = 1/C_s.
\]

Since the video line has a finite length \( L \), the number \( N \) of runs is a r.v. having a Poisson distribution with mean \( \lambda L = L/C_s \).

* In practice a value slightly smaller than \( C_s \) is chosen, to avoid frequent buffer overflows.
Indeed, referring to Figure 2.1, we form the following r.v.

\[ z_N = w_1 + w_2 + \ldots + w_N \]

whose probability density is given by

\[ f_N(z) = \frac{\lambda^N}{(N-1)!} z^{N-1} e^{-\lambda z}; \quad N = 1, 2, \ldots; \quad z > 0 \]

as can easily be shown by mathematical induction. The probability distribution \( F_N(z) \) given by

\[ F_N(z) = \frac{\lambda^N}{(N-1)!} \int_0^z u^{N-1} e^{-\lambda u} \, du \]

is the gamma distribution of order \( N \) and parameter \( \lambda \).

Now the number \( N \) of runs in a line of length \( L \) is a positive integer and implies that \( z_N < L \) and \( z_{N+1} \geq L \). Thus

\[ P(N) = F_N(L) - F_{N+1}(L) \]

and

\[ P(N) = \frac{\lambda^N}{(N-1)!} \int_0^L u^{N-1} e^{-\lambda u} \, du - \frac{\lambda^{N+1}}{N!} \int_0^L u^N e^{-\lambda u} \, du \]

Integrating by parts yields

\[ (3.14) \quad P(N) = e^{-\lambda L} \frac{\lambda^N}{N!} = e^{-L/C_s} \left( \frac{L}{C_s} \right)^N \]

which is a Poisson distribution with mean \( L/C_s \).

We can start now calculating the m.s. error due to channel noise. We consider the following random variables

\( n_s \) number of affected samples per erroneous nonredundant sample

\( n_r \) number of erroneous nonredundant samples given that an
error has occurred in a run-length word

\[ e_{RL} : \text{error in sample level due to an error in a run-length word}. \]

The total squared error in one line of data given an erroneous run-length word is

\[ E(e^2) = n_s n_r e_{RL}^2 \]

Since there are \( L \) samples in a line, the error per sample is

\[ e_{sample}^2 = \frac{n_s n_r e_{RL}^2}{L} \]

We can therefore write

\[ E(\frac{e^2}{error \text{ in RL word}}) = \frac{E(n_s n_r e_{RL}^2)}{L} \]

or

\[ E(e^2) = \sum_x E(e^2/\text{error in RL word}) \cdot \text{Pr( \text{one run-length word in error})} \]

Assuming that the r.v. \( n_s, n_r \) and \( e \) are uncorrelated, and that no more than one run-length word is in error in any given line, we may write

\[ E(e^2) = \frac{E(n_s) E(n_r) E(e_{RL}^2)}{L} \cdot \text{Pr( one run-length word in error) (3.15)} \]

We compute the first factor of (3.15). The actual sample displacement due to an error in the \( j^{th} \) bit of a run-length word is \( 2^{j-1} \) samples. The number of affected samples out of the \( n \) total samples in a run varies with the significance of the bit in error. To obtain the average value of this quantity, we note that when \( 2^{j-1} \geq n \), all samples in that run are affected and \( n_s = n \). When \( 2^{j-1} \leq n \), we have \( n = 2^{j-1} \). The expected
value of $n_s$, given the run-length $n$, is therefore

\[(3.16) \quad E(n_s / n) = \sum_{n_s} P(n_s) n_s\]

where $n_s$ varies from 1 to $2^r$ and $P(n_s)$ denotes the probability of $n_s$ or, equivalently, the probability that a given bit in the $r$-bit run length word is in error, given that there is an error. We can assume that the error is equally probable in any bit. Thus

\[P(n_s) = 1/r\]

Defining

\[w = [1 + \log_2 n]\]

where $[x]$ denotes the integral part of $x$, Equation (3.16) can then be written as

\[E(n_s / n) = \frac{1}{r} \left[ \sum_{j=1}^{w} 2^{j-1} + \sum_{w+1}^{r} n \right]\]

But we have

\[(3.17) \quad E(n_s) = \sum_{n=1}^{2^r-1} E(n_s / n) p(n)\]

where $p(n)$ is the probability density of the run length given by (2.7)

\[p(n) = \left(\frac{1}{C_s-1}\right)^{n} \left[\frac{C_s-1}{C_s}\right]^n\]

Thus we can write

\[E(n_s) = \sum_{n=1}^{2^r-1} \frac{1}{r} \left[ \sum_{j=1}^{w} 2^{j-1} + \sum_{j=w+1}^{r} n \right] \frac{1}{C_s-1} \left[\frac{C_s-1}{C_s}\right]^n\]

or

\[E(n_s) = \sum_{n=1}^{2^r-1} \frac{1}{r} \left[ \sum_{j=1}^{w} 2^{j-1} + \sum_{j=w+1}^{r} n \right] \frac{1}{C_s-1} \left[\frac{C_s-1}{C_s}\right]^n\]
Belver and Hoffman (43) have established the following equation for $E(n_s)$

$$E(n_s) = \frac{1}{r} \sum_{n=1}^{2^r-1} \left[ \sum_{j=1}^{w} 2^{j-1} + nr - wn \right] \left( \frac{1}{C_s - 1} \right) \left( \frac{C_s - 1}{C_s} \right)^n$$

They obtained (3.19) by replacing the actual run length with the average run length $C_s$. This is a valid procedure only when $C_s$ is a fixed quantity per line of data. This can happen only when averaging has been performed over one line only. If, however, $C_s$ has been obtained by storing several lines or a whole frame, the compression ratio per line is a r.v. and (3.18) must then be used to obtain $E(n_s)$.

To obtain $E(n_r)$, we note that the average number of nonredundant samples per line is given by $L/C_s$. Let $N$ be the Poisson distributed r.v. representing the actual number of nonredundant samples in a line. Now, according to the model described at the beginning of this section, the r.v. $n_r$ depends of the position of the run length word in error. Thus an error occurring in the last run length word (i.e., in the $(N-1)^{th}$ word) will cause one erroneous nonredundant sample in the line. An error occurring in the $(N-2)^{th}$ word results in two erroneous nonredundant samples. Similarly, the number of affected nonredundant samples due to an error in the first run length word is $(N-1)$. The probability of an erroneous nonredundant sample, given that there is a run length word error, is $1/N$ (the probability of error is assumed to be uniformly distributed over
the N words). Thus

$$E(n_r / N) = \frac{1}{N} \sum_{i=1}^{N-1} i = \frac{N-1}{2}$$

But

$$E(n_r) = \sum_N E(n_r / N) P(N)$$

where $P(N)$ is given by (3.14) and $N$ varies from $L/(2^r-1)$ to $L$, thus ensuring that there is a minimum of $L/(2^r-1)$ runs in a line, or equivalently, a maximum run length equal to $2^r-1$.

Equations (3.20) and (3.21) yield

$$E(n_r) = \sum_{N=L/2^r-1}^{L} \left( \frac{N-1}{2} \left( \frac{L}{C_s} \right)^N e^{-C_s/N} \right)$$

which can be simplified in the following way.

$$E(n_r) = \frac{e^{-L/C_s}}{2} \sum_N \frac{N-1}{N!} \left( \frac{L}{C_s} \right)^N$$

$$= \frac{e^{-L/C_s}}{2} \sum_N \left[ \frac{N(L/C_s)^N}{N!} - \frac{(L/C_s)^N}{N!} \right]$$

$$= \frac{e^{-L/C_s}}{2} \sum_N \left[ \frac{(L/C_s)(L/C_s)^{N-1}}{(N-1)!} - \frac{(L/C_s)^N}{N!} \right]$$

For large $N$ we can write

$$\lim_{N \to \infty} E(n_r) = \frac{e^{-L/C_s}}{2} \left[ \frac{L}{C_s} e^{L/C_s} - e^{L/C_s} \right]$$

$$= \frac{L/C_s - 1}{2}$$

and

$$E(n_r) = \frac{E(n_r)}{E(N)} = \frac{1 - C_s/L}{2}$$
Thus, if $N$ is Poisson distributed and $L$ is large, the actual number $N$ of nonredundant samples can be replaced by the average number of nonredundant samples $L/C_S$. Indeed, in this case $E(n_r)/E(N)$ is readily obtained by the following equation:

$$E(n_r)/E(N) = \frac{1}{L/C_S} \left[ \frac{C_S}{L} \sum_{i=1}^{L/C_S-1} i \right] = \frac{1 - C_S/L}{2}$$

which is identical to (3.23).

The mean square error due to a run length word error is

$$E(e_{RL}^2 / \text{sample is in error}) = E\{(x_1 - x_2)^2\}$$

where $x_1 - x_2$ is the difference between two adjacent nonredundant samples. Then

$$E\{(x_1 - x_2)^2\} = E(x_1^2) - 2E(x_1x_2) + E(x_2^2).$$

$E(x_1x_2)$ is a function of the correlation between samples, and depends, therefore, on the source statistics. If the statistics are not known, an upper bound to (2.1) is obtained by assuming that the random variables $x_1$ and $x_2$ are uncorrelated.* Under this assumption, we have

$$E\{(x_1 - x_2)^2\} = E(x_1^2) - 2E(x_1)E(x_2) + E(x_2^2)$$

$$= 2E(x_1^2) - E^2(x_1).$$

The r.v. $x_1$ can have any discrete values $j/2^k$ where $0 \leq j \leq 2^k - 1$. Assuming that $x_1$ is uniformly distributed in the interval $(0,1)$ we may write
\[ P_j = 1/2^k \]

Then
\[
E^2(x_1) = \left[ \sum_{j=0}^{2^k-1} P_j \frac{j}{2^k} \right]^2
= \left[ \frac{1}{2^{2k}} \sum_{j=0}^{2^k-1} j \right]^2
= \left[ \frac{2^k (2^k - 1)}{2^{2k} / 2} \right]^2
= \frac{(2^k - 1)^2}{2^{2(k+1)}}
\]

We also have
\[
E(x_1^2) = \sum_{j=0}^{2^k-1} P_j j^2 / 2^{2k} = \frac{1}{2^{3k}} \sum_{j=0}^{2^k-1} j^2
= \frac{1}{6} \frac{(2^k - 1)(2^k+1 - 1)}{2^{2k}}
\]

Therefore,
\[
E(x_1^2) - E^2(x_1) = \frac{1}{12} \frac{2^{2k} - 1}{2^{2k}}
\]

and
\[
(3.24) \quad E\{(x_1-x_2)^2\} = \frac{1}{6} \frac{2^{2k} - 1}{2^{2k}}
\]

Suppose now that successive nonredundant samples are correlated and let \( \rho \) be their correlation coefficient.
\[
\rho = \frac{\text{cov}(x_1 x_2)}{\sigma_{x_1} \sigma_{x_2}} = \frac{E(x_1 x_2) - E(x_1)^2}{\sigma_{x_1} \sigma_{x_2}}
\]

We have
\[
\sigma^2_{x_1} = \sigma^2_{x_2} = E(x_1^2) - E^2(x_1) = \frac{1}{12} \frac{2^{2k} - 1}{2^{2k}}
\]

and
\[ E(x_1 x_2) = \rho \sigma^2_{x_1} + E(x_1)^2 \]

\[ E\{(x_1 - x_2)^2\} = E(x_1^2) - 2E(x_1 x_2) + E(x_2^2) \]

\[ = 2E(x_1^2) - E(x_1 x_2) \]

Hence,

\[ (3.25) \quad E\{(x_1 - x_2)^2\} = 2(1-\rho) \sigma^2_{x_1} = \frac{1-\rho}{6} \left[ \frac{2^{2k} - 1}{22k} \right] \]

The last factor of (3.15) is the probability \( P(RLE) \) that one run length word is in error in a line. If the bit error probability is \( P_B \),

\[ (3.26) \quad P(RLE) = \frac{r_L}{C_s} P_B \left( 1 - \frac{r_L}{C_s} P_B \right) \frac{r_L}{C_s} \approx \frac{r_L P_B}{C_s} \]

for small values of \( P_B \) (\( P_B < 10^{-3} \)).

Note that the expected number of run length words in error is given by

\[ E(N) = \sum N \left( \frac{L}{C_s} \right)^N \left( r P_B \right)^N \left( 1 - r P_B \right) \frac{L}{C_s} - N = \frac{r L P_B}{C_s} \]

Hence, for values of \( P_B < 10^{-3} \), the expected number of RL words in error is smaller than 1; thus it is reasonable to assume no more than one error per line for most practical channels.

Substituting (3.26), (3.24) and (3.23) into (3.15) yields the m.s. error caused by channel noise in the case of run length encoding

\[ (3.27) \quad e^2 = \left[ \frac{r L P_B}{12 C_s} \right] \left[ \frac{2^{2k} - 1}{22k} \right] \left[ \frac{2^{w-1}}{nr} + 1 - \frac{w}{r} \right] \left[ \frac{1}{C_s - 1} \right] \left[ \frac{C_s - 1}{C_s} \right]^n \]
B. Single Address Word Encoding

As explained in Chapter I (Section 1.1), the address word consists of \( L \) bits in this case, a zero in the \( i^{th} \) bit of the address word indicating that the \( i^{th} \) sample is redundant while a one indicates that the sample is nonredundant.

For example, suppose that the following samples have been transmitted (the number below indicates the value of the sample level)

\[
2 \ 3 \ 4 \ 3 \ 1
\]

together with the following address word

\[
0 \ 0 \ 0 \ 1 \ 0 \ 1 \ 0 \ 0 \ 1 \ 1 \ 0 \ 0 \ 0 \ 1
\]

At the receiver, a 0 is interpreted as a repeat indication and a 1 as a call for a new sample level.

Thus the restored data will take the following form

\[
2 \ 2 \ 2 \ 2 \ 3 \ 3 \ 4 \ 4 \ 3 \ 1 \ 1 \ 1 \ 1 \ 0 \ 0 \ 0 \ 1
\]

Moreover, we suppose that the receiver has some decoding ability when there is a disagreement between the received binary sequence and the number of received sample levels. The address word must be modified so as to use all sample levels; the following decoding rule is then applied by the receiver

1. If there are excess 1's, the terminal excess 1's are changed to 0's.

2. If there are excess 0's, the terminal excess 0's are changed to 1's.
In this manner, there are no excess samples which cannot be inserted in the flow of data, or empty slots which are left without data.

It is evident from this example that, as in the run length encoding technique, a single error in the address word affects not only the sample that it represents, but also the remainder of the line. This error propagation can, therefore, be analyzed in the same manner as for run length encoding. Thus we have

\[ E(e_{SA}^2 \text{ given an error in address word}) = \frac{1}{6} \left( \frac{2^{2k} - 1}{2^{2k}} \right) \]

\[ E(n_e) = \frac{1 + C_s/L}{2} \]

The average number of errors in the single address word is

\[ E(\text{ address words in error }) = \sum_{i=1}^{L} i \binom{L}{i} p_e^i (1-p_e)^{L-i} = Lp_e \]

To calculate the expected number of affected redundant samples per redundant sample, we observe that the maximum amount of affected samples in a run of length \( n \) is \( n \), i.e., all samples are erroneous; this happens if a one marking the beginning of the run has been changed to zero. In general there will be 1, 2, ..., \( n-1 \) erroneous samples if the \( (n-1) \)th, ..., second, first zero respectively, are interpreted as one. This is illustrated by Figure 3.4 for a received sequence of three nonredundant samples of values 4, 3, 2. We look at the second run whose length is 8 and which consists of samples of amplitude 3.
Figure 3.4 EFFECT OF BIT ERRORS IN ADDRESS WORD
Given that there is an error in the address word, it is reasonable to assume that the location of the bit in error is uniformly distributed between the \( n \) locations. Hence,

\[
\Pr(\text{\( j \)th bit in error}) = \frac{1}{n}
\]

from which we obtain

\[
E(n_s/\text{error in address word}) = \frac{1}{n} \sum_{j=1}^{n} j = \frac{n+1}{2}.
\]

and

\[
E(n_s/\text{error in address word}) = \sum_{n=1}^{L} \frac{n+1}{2} p(n)
\]

where \( p(n) \) is the probability of the run length.

Hence, for large values of \( L \) we obtain the following approximation

\[
(3.28) \quad E(n_s/\text{error in address word}) \approx \frac{C_s+1}{2}.
\]

Since the m.s.e. error due to channel noise can be expressed as

\[
E(e^2_{SA}) = \sum_{j=1}^{L} \frac{E(n_s)}{L/C_s} E(n_s/C_s) E(e^2_{SA} \text{given error}) \Pr(Y\text{address word})
\]

we obtain by substitution

\[
(3.29) \quad E(e^2_{SA}) = \frac{LP_B}{6} \cdot \frac{2^{2k-1}}{2^{2k}} \cdot \frac{1 + C_s/L}{2} \cdot \frac{C_s + 1}{2C_s}
\]

C. Position Encoding

We have seen in Chapter I that this encoding method is less efficient regarding the compression ratio than run-
length encoding. However, position encoding is much less sensitive to noise than any other addressing scheme and, in many practical applications, might need little or no coding to yield an acceptable m.s. error. Also, its performance does not depend heavily on the length of the line, as is the case with run-length encoding or single-bit encoding. In the case of pictorial data, this means that several frames could be stored and some "replenishment" technique be performed without serious picture degradation. However, this addressing scheme has not been studied in the literature, due perhaps to the fact that it is less efficient than others for deep space telemetry. In the following, we will compute the m.s. error due to the effect of noise on the timing word.

Figure 3.5 shows a typical pattern of nonredundant (i.e., transmitted) samples. For convenience, the samples are shown in their unquantized form. Each nonredundant sample is tagged by an h-bit word, where $h = \log_2 L$, describing the position of the sample along the line. There are $\beta = L/C_s$ nonredundant samples in a line and thus $\beta$ position words; as in the preceding case, the sample level is described by a k-bit word. We suppose that the receiver performs in the following way (see Figure 3.6). It transfers the synchronous information stored in buffer A to buffer B, placing each sample in buffer B according to their indicated position. (In this way the receiver has reconstructed —assuming error-free transmission — the asynchronous data as it appeared at the output of the compressor) We also assume that the box called "address decoder" has a
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certain error-correcting ability; it reads the three consecutive timing words at a time, say \( R_i, R_{i+1}, R_{i+2} \) pertaining to samples \( S_i, S_{i+1}, S_{i+2} \) respectively. Thus the following three cases arise.

**Case 1.** If \( R_i < R_{i+1} < R_{i+2} \), the address decoder assumes that the words are correct and thus allows the samples \( S_i, S_{i+1}, S_{i+2} \) to be positioned accordingly.

**Case 2.** If \( R_{i+1} < R_i < R_{i+2} \), the address decoder performs again as above (since it is impossible for the decoder to know which word is in error, \( R_i \) or \( R_{i+1} \)).

**Case 3.** If \( R_{i+1} < R_{i+2} < R_i \), the decoder assumes \( R_i \) is in error (since this inequality can be true only if both consecutive timing words \( R_{i+1} \) and \( R_{i+2} \) are in error, an event which has a very small probability of occurrence). The decoder then assigns to \( S_i \) a position \( R'_i \) such that \( R_{i-1} < R'_i < R_{i+1} \). One way of implementing this inequality is to place \( R'_i \) halfway between \( R_{i-1} \) and \( R_{i+1} \). Thus, with this method, the average error displacement of a given sample does not exceed \( 2C_s \).

The expected squared error due to a position word error is given by

\[
(3.30) \quad E(e_p^2) = \frac{E(n_s/error)}{C_s} \quad E(e_p/error) \quad Pr(a \text{ position word is in error})
\]

where

\[
E(n_s/error) = E(\text{number of erroneous samples due to an error in the position word})
\]

\[
E(e_p^2/error) = E\left\{(x_1-x_2)^2\right\} = \frac{1}{6} \cdot \frac{2^{2k} - 1}{2^{2k}}
\]
\[
\Pr(\text{position word in error}) = 1 - (1 - P_B)^{Lh/C_s} \approx \frac{Lh}{C_s} P_B, \quad P_B \leq 10^{-4}
\]

where \( h \) is the length of the address word.

Note that an error in a position word does not cause any propagation of erroneous samples as in the case of run-length encoding, but is limited to a fixed number of samples.

The average number of affected samples given an error must account for the three possibilities listed above. Hence we must have

\[
(3.31) \quad E(n_{s_i}/\text{error}) = \frac{1}{n} \sum_{i=1}^{3} \Pr(\text{case } i) E(n_{s_i}/\text{error})
\]

where

\[
\Pr(\text{case } i) = \text{Probability of being in state } i
\]

\[
E(n_{s_i}/\text{error}) = \text{Expected displacement for case } i \text{ on a per sample basis}
\]

Now the displacement due to an error on the \( j \)-th bit of the position word is \( 2^{j-1} \). Let \( n \) represent the run length and \( w = \lceil 1 + \log_2 n \rceil \) be the number of digits in the position word such that an error occurring in any of the \( w \) digits would cause a displacement less than \( n \), thereby fulfilling the requirements of state 1. Then

\[
E(n_{s_1}/\text{given an error}) = \frac{1}{n} \sum_{j=1}^{w} p_j 2^{j-1} = \frac{2^w - 1}{nw}
\]

Since we know \( p(n) \), we obtain

\[
E(n_{s_1}/\text{error}) = \sum_{n=1}^{2^h-1} \frac{2^w - 1}{nw} p(n)
\]

or
where \( w = [1 + \log_2 n] \).

Since an error is equally likely in each of the \( n \) bits of a position word, state 1 will occur with probability

\[
\Pr(\text{case 1})_n = \frac{w}{h} \quad \text{for each } n.
\]

Case 2 occurs when \( j = w + 1 \), yielding

\[
E(n_{S2}/\text{given an error}) = \frac{2^w}{n}
\]

and

\[
E(n_{S2}/\text{given an error}) = \frac{1}{n} \sum_{n=1}^{2^h-1} 2^w p(n)
\]

\[
= \frac{1}{n} \sum_{n=1}^{2^h-1} 2^{\left\lfloor \log_2 n + 1 \right\rfloor} \frac{1}{C_s - 1} \left( \frac{C_s - 1}{C_s} \right)^n
\]

The probability of occurrence of state 2 is

\[
\Pr(\text{case 2}) = \frac{1}{h} \quad \text{independent of } n.
\]

Finally, in case 3, the error is detected and corrected by the receiver, which assigns to the erroneous position the value

\[
\frac{\text{Position}(n-1) + \text{Position}(n+1)}{2}
\]

Assuming that the r.v. representing the correct value of position \( n \) is uniformly distributed from \( \text{Position}(n-1) + 1 \) to \( \text{Position}(n+1) + 1 \), we obtain
The probability of being in state 3 is

$$\text{Pr(}\text{case 3})_n = 1 - \frac{w+1}{h} \quad \text{for} \quad n = 1, 2, \ldots, 2^h - 1$$

and (3.31) can now be expressed in the following manner

$$\text{(3.34)} \quad E(n_s/\text{error}) = \sum_{n=1}^{2^h - 1} \frac{1}{C_{s-1}} \left( \frac{C_{s-1}}{C_s} \right)^n \left[ \frac{2^{w+1}-1}{hn} + \left( 1 - \frac{w+1}{h} \right) \left( \frac{n-1}{2n-1} \right) \right]$$

Combining (3.30) and (3.34), we obtain the m.s. error due to timing error for position encoding systems.

$$\text{(3.35)} \quad E(e_p^2) = \frac{L_{PR}}{6C_s} \cdot \frac{2^{2k-1}}{2^k} \sum_{n} \frac{1}{C_{s-1}} \left( \frac{C_{s-1}}{C_s} \right)^n \left[ \frac{2^{w+1}-1}{n} + \frac{(h-w+1)(n-1)}{2n-1} \right]$$

The total r.m.s. error in the reconstructed data is the sum of the four independent errors. We have considered in this chapter quantization, aperture, level word and timing word errors due to channel noise.

Combining the expressions found for each of these errors we obtain the following result for the three addressing schemes described in this study.

1. Run length encoding

$$\text{(3.36)} \quad e_{\text{RMS}} = \left\{ \frac{1}{12.22^k} + \frac{m(m+1)(C_{s-1})}{3C_s(2^k-1)^2} + \frac{P_{PR}}{3} \frac{2^{2k-1}}{2^{2k}} \right. \left. \frac{r_{LPB}}{6C} \frac{2^{2k-1}}{2^{2k}} (1-C_s/L) \right\}^{\frac{1}{2}}$$

$$+ \sum_{n=1}^{2^k-1} \left[ \frac{2^{w-1}}{nr} + 1 - \frac{w}{r} \right] \left( \frac{1}{C_{s-1}} \left( \frac{C_{s-1}}{C_s} \right)^n \right)$$
2. Single address word encoding

\[
(3.37) \quad e_{\text{RMS}} = \left\{ \frac{1}{12.22^k} + \frac{m(m+1)(C_s-1)}{3C_s(2^k-1)^2} + \frac{P_B.2^{2k-1}}{3 \cdot 2^2k} \right. \\
+ \frac{LPR}{6} \cdot \frac{2^{2k-1}}{2^2k} \cdot \frac{1+C_s/L}{2} \cdot \frac{(C_s-1)}{2C_s} \right\}^{\frac{1}{2}}
\]

3. Position word encoding

\[
(3.38) \quad e_{\text{RMS}} = \left\{ \frac{1}{12.22^k} + \frac{m(m+1)(C_s-1)}{3C_s(2^k-1)^2} + \frac{P_R.2^{2k-1}}{3 \cdot 2^2k} \right. \\
+ \frac{LPR}{6C_s} \cdot \frac{2^{2k-1}}{2^2k} \cdot \sum_{n=1}^{2^r-1} \frac{1}{C_s-1} \cdot \frac{C_s-1}{C_s} \left[ \frac{2^{w+1}-1}{n} + \frac{(h-w+1)(n-1)}{2n-1} \right] \right\}^{\frac{1}{2}}
\]

Each of the above equations is expressed in terms of the ratio of r.m.s. error to full scale amplitude. The r.m.s. error in a non-compressed signal is used to evaluate the effect of the compression scheme on the reconstructed data. The r.m.s. error for a PCM signal is given by (see (3.2))

\[
e_{\text{RMS}} = \left\{ \frac{1}{12.22^k} + \frac{P_R.2^{2k-1}}{3 \cdot 2^2k} \right\}^{\frac{1}{2}}
\]

Equations (3.36), (3.37) and (3.38) have been calculated for certain practical values of the parameters \(k\), \(h\), \(r\) and \(C_s\). Thus all the curves have been plotted for \(k=6\) bits, and zero aperture error. The total number of samples per line is taken as 1000 and the run lengths have been restricted to a maximum of 32 samples. Thus \(r = 5\). For the position encoding scheme, the word length is \(h = \log_2 1000 = 10\). The size \(k\) of the level word yields a r.m.s. quantization error of 0.45%. This error is not a function of the bit error probability and, therefore
the curves of Figures 3.7 and 3.8 illustrate the magnitude of the error versus both sample compression ratio and bit error probability. It is seen that errors in run length encoding and single address encoding systems vary significantly as a function of $C_s$. Position encoding systems give clearly a better performance than the other techniques (at the expense, however, of a smaller bit compression ratio). It is interesting to note that the r.m.s. error decreases with $C_s$ for the run length encoding technique while it increases with $C_s$ for position encoding.
CHAPTER IV

EFFECT OF CHANNEL NOISE ON

FIRST-ORDER PREDICTOR

4.1 Introduction

We have seen in Chapter I that a first-order polynomial predictor performs a prediction of the amplitude of a given sample by considering both amplitude and slope obtained from previous samples. In this chapter, we shall use a simple first-order predictor which uses two adjacent samples to predict the amplitude of succeeding samples, and transmits the starting and end points of a straight line. The end point of line \( j \) constitutes the starting point of line \( (j+1) \). Thus the original analog waveform is approximated by a succession of lines as shown in Figure 4.1. We wish to calculate now the difference between the true value of a sample, say sample \( X_i \), and the interpolated value \( X_i' \) obtained at the receiver. The transmitter stores the values of \( X_1 \) and \( X_2 \) and draws a line passing through these two points. If the amplitude of sample \( X_3 \) falls within a distance \( Y/2 \) from this line, then \( X_3 \) is considered redundant, and sample \( X_4 \) is compared next. The process continues until a sample is found exceeding the given tolerance. Suppose that \( N \) samples \( X_1, X_2, \ldots, X_N \) fall within the aperture \( Y \) (see Figure 4.2). The true value of the \( i \)th sample is
a) Approximation of Data by a First-Order Predictor.

b) Transmitter Operation
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given by

\[ X_i = X_1 - \frac{X_1 - X_n}{n-1} (i-1) + \Delta_i \]

where \( \Delta_i = ma \) is a zero mean discrete r.v. \((m = 0, \pm 1, \ldots)\)
\((i = 1, 2, \ldots, n)\)

\( a \) = quantization step

\( n \) = length of the run

The transmitter sends samples \( X_1 \) and \( X_n \) to the receiver; it is clear that

\[ X_n = X_n' + \Delta_n \]

Therefore, at the receiver, the value of sample \( X \) is calculated as

\[ X_i' = X_1 - \frac{X_1 - X_n}{n-1} (i-1) \]
\[ = X_1 - \frac{X_1 - X_n - \Delta n}{n-1} (i-1) \]

We can assume that the r.v. \( \Delta_i \) \((i = 1, \ldots, n)\) are independent.

Therefore the error in the reconstructed data is

\[ e_A = S_i - S_i' = \frac{\Delta[n-1]}{n-1} \]

Since \( E(\Delta)E(i) = 0 \), the m.s. error due to an aperture is

\[ E(e^2/n) = \frac{n^2E(\Delta^2/n) + E(\Delta^2/n)E(i^2)}{(n-1)^2} \]
\[ = E(\Delta^2/n) \frac{n^2 + E(i^2)}{(n-1)^2} \]

and
\[ (4.2) \quad E(e_A^2) = \sum_n E(e_A^2/n) p(n) \]

where \( p(n) \) is the run length distribution for a first-order predictor. In order to determine \( p(n) \), however, we must know the statistical structure of the source.

### 4.1.1 Run Length Distribution

The determination of the run length distribution of a first-order system requires knowledge of:

a) the power density spectrum of the data, and

b) the probability density of the amplitude of the data.

M. Bruce (46) has computed the theoretical compression ratio for a first-order predictor operating on four types of input data; the probability density of the amplitude of the data is Gaussian with a zero mean and the standard deviation is \( \sigma \). The following amplitude spectra were examined.

**L spectrum**

\[
F(w) = k_1 \quad (0 \leq w \leq 0.1 w_m)
\]

\[
F(w) = 0.001 k_1 \quad (0.1 w_m \leq w \leq w_m)
\]

\[
F(w) = 0 \quad \text{elsewhere}
\]

**Exponential spectrum**

\[
F(w) = k_2 \exp\left(-\frac{5 w}{w_m}\right) \quad (0 \leq w \leq w_m)
\]

\[
F(w) = 0 \quad \text{elsewhere}
\]

**Triangular spectrum**

\[
F(w) = k_3 \left(1 - \frac{w}{w_m}\right) \quad (0 \leq w \leq w_m)
\]

\[
F(w) = 0 \quad \text{elsewhere}
\]
Rectangular spectrum

\[ F(w) = k_4 \quad (0 \leq w \leq w_m) \]
\[ F(w) = 0 \quad \text{elsewhere} \]

Figure 4.3 is a plot of the theoretical compression ratio on the four types of input data. The abscissa \( K \) is the magnitude of the tolerance. Clearly, there is a trade-off between the amount of compression ratio and the width of the aperture. Moreover, the compression ratio depends on the spectrum of the input data.

If the statistics of the input data are not available, one can still assume a certain data structure; for example, the data could be a Markov process, and we have seen in Chapter II that TV signals are approximately first-order Markov where the highest transition probability is from the present level to the same level. Thus the input data can efficiently be approximated by a succession of straight horizontal lines, which is exactly what a zero-order predictor does. But then, as noted by Davisson (47), for a large value of the transition probability \( p \), the performance of a first-order system is inferior to that of the zero-order system. Most interpolating lines are indeed horizontal and the former transmits two samples for each run, while the latter transmits only one (i.e., the start of the line only) per run. On the other hand, for small values of \( p \) (\( p < 0.5 \)), the first-order method gives better results than the zero-order one, but the resulting compression ratio is small when PCM encoding is taken as the standard of comparison. However, a first-order method may not be inferior for all kinds of data. In particular,
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(From M.M. Bruce, Ref. 46)
Davisson has shown that its performance improves for data having statistical dependence beyond the previous sample, as is the case for a second-order Markov process. These data can be approximated by a sequence of non-level straight line runs and one expects that first-order schemes would have some advantage.

Denote by $p_y$ the probability that a jump in the amplitude of two adjacent samples is followed by a jump of the same magnitude, within a given tolerance $\gamma$.

$$p_y = \Pr(\text{Jump of size } j \text{ followed by jump of size } j + \gamma)$$

Then the probability of a run of length $n$ is given by (we drop the subscript)

$$p(n) = p^n (1-p)$$

and the average length of the runs is

$$E(n) = \sum_n n p^n (1-p)$$

Recognizing that

$$\sum_n n p^n = p \frac{d}{dp} \left( \sum_n p^n \right)$$

we obtain

$$E(n) = (1-p) \sum_n n p^n = \frac{p}{1-p}$$

Therefore

$$C_s = E(n) = \frac{p}{1-p}$$

If $C_s$ is the only parameter that can be measured, we can then calculate the value of $p$

$$p = \frac{C_s}{C_s + 1}$$
Note that this value of \( p \) is approximate and implies the following property of the process; \( p \) does not depend on the size of the initial jump. Although this may fit certain telemetry data, it does not describe TV signals. In the following, we assume that (4.3) holds for the run length distribution.

### 4.1.2 Aperture error

We can proceed now to calculate the aperture error given by (4.1). We have

\[
E(\gamma/n) = \frac{m(m+1)}{3 \cdot 2^k} \frac{n-1}{n} \quad \text{(see (3.6))}
\]

and since

\[
\sum_{k=0}^{n} k^2 = \frac{n(n+1)(2n+1)}{6}
\]

we can write

\[
E(\bar{i}^2/n) = \frac{1}{n} \sum_{k=0}^{n-1} i^2 = \frac{(n-1)(2n-1)}{6}
\]

Substituting the value of \( E(\bar{i}^2) \) into (4.1), we obtain

\[
(4.6) \quad E(e_A^2/n) = \frac{m(m+1)}{3 \cdot 2^k} \frac{n-1}{n} \frac{6n^2 + (n-1)(2n-1)}{6(n-1)^2}
\]

Therefore

\[
E(e_A^2) = \frac{m(m+1)}{3 \cdot 2^k} \sum_{n=1}^{2^r-1} \frac{(n-1)6n^2 + (n-1)(2n-1)}{6n(n-1)^2} p(n)
\]

or

\[
(4.7) \quad E(e_A^2) = \frac{m(m+1)}{3 \cdot 2^k} \sum_{n=1}^{2^r-1} \frac{6n^2+2n-1}{6n(n-1)} p^n (1-p)
\]

When \( m = 0 \), we have \( E(e_A^2) = 0 \); thus there is no error between the reconstructed and original quantized value.
A computer calculation of (4.7) has shown that this expression does not depend strongly on $C_s$ when $2 < C_s < 10$.

4.2 Effect of Transmission Errors

As for the zero-order predictor, channel noise results in amplitude error and timing error.

4.2.1 Level word error

We assume that a single error in a level word is equally likely in each bit. An error in level word $j$ affects the reconstructed samples in run $j$ and run $j+1$, as shown in Figure 4.3
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Figure 4.4 First-Order Level Word Error

Let $X_i$ denote the amplitude of the $i^{th}$ nonredundant sample $S_i$ and $X'_i$ the amplitude of the sample in error. In Figure 4.4, sample $S_j$ is erroneous since its amplitude is $X'_j$ instead of $X_j$. This error is propagated over $(n+n'-1)$ samples and on the average the error is propagated over $2C_s-1$ samples.

Now, given an error of $\Delta$ steps ($0 \leq \Delta \leq 2^k$) in sample $S_j$, an error $\Delta_i$ will result for all redundant samples from $S_{j-1}$ to $S_j$. Moreover,
\[ \Delta_i < \Delta \quad \text{for } i = 1, \ldots, n-1. \]

since the nonredundant sample \( S_j \) is the \( n \)th sample in the run and clearly displays the largest error, as shown in Figure 4.4.

In fact, since the errors \( \Delta_i \) decrease linearly when \( i \) varies from \((n-1)\) to 1 (at \( i=1 \) we have \( \Delta_1=0 \)), we can write

\[ E(\Delta_i) = \Delta/2. \]

If these were the only errors resulting from an erroneous nonredundant sample, the m.s. error resulting from a first-order scheme would be half that of a zero-order predictor, hence, half that of a PCM (non-compressed) system. However, as illustrated in Figure 4.2, the error propagates to the next adjacent run. For this run the errors \( \Delta'_i \) (\( i=1, 2, \ldots, n'-1 \)) are also smaller than \( \Delta \) and independent of the run length \( n' \), and their average value is

\[ E(\Delta'_i) = \Delta/2. \]

Consequently, given an error \( \Delta \) in sample \( S_j \), the average error for the resulting \((n+n'-1)\) erroneous samples of a first-order predictor is equal to \( \Delta \).

The m.s. error per sample is, therefore, the same as that of a zero-order system (or that of a non-compressed system) and is given by

\[ (4.9) \quad E(e^2_{\text{error in level word}}) = E(X_j - X'_j/\text{error}) = \frac{1}{3^k} \cdot \frac{2^{2k}-1}{2^{2k}} \]

Since \( \Pr(\text{error in level word}) \approx kP_B \), we have

\[ (4.10) \quad E(e^2_A) = \frac{P_B}{3} \cdot \frac{2^{2k}-1}{2^{2k}} \]
4.2.2 Timing word error

The m.s. error of the reconstructed waveform depends on the addressing scheme used to inform the receiver on the location of the nonredundant samples. We shall consider here the case of run length encoding. Every level word is accompanied by a timing word which indicates the distance $d$ separating two adjacent nonredundant samples. The receiver reconstructs the data by joining with a straight line the two samples $d$ units apart. Note that for all non-level runs, $d$ can be constituted of at most $2^k$ steps, where $k$ is the length of an amplitude word, since this would correspond to a signal starting from 0 volt and reaching its maximum value of 1 volt (we recall that the signal has been normalized).

Figure 4.5 illustrates the effect of an error in a run-length word.
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Due to an error in the $(n-1)^{th}$ run-length word, sample $S_n$ is displaced and becomes now $S_n'$. In this example, the distance between $S_n'$ and $S_n$ is taken as $d=5$. All succeeding nonredund-
dant samples are displaced by the same amount. If we denote by \( n_r \) the number of affected nonredundant samples, we have, similarly to the zero-order case

\[
(4.11) \quad \frac{E(n_r)}{L/C_s} = \frac{1 + C_s/L}{2}
\]

The error due to sample displacement varies from 0 step to \( 2^k - 2^x \) steps, where \( x \) is such that \( 2^x / 2^k \) is the amplitude of sample \( S_n \). Here \( x \) is a r.v. assumed to be uniformly distributed between 0 and \( (k-1) \). Thus,

\[
(4.12) \quad \Pr(x = i) = \frac{1}{k} \quad i = 0, 1, \ldots, k-1
\]

Assuming also that the error has the conditional uniform probability

\[
P(e/x) = \frac{1}{2^{k-2^x}}
\]

it is possible to write the following expression for the conditional m.s. error (note that the error can assume the following values \( e = j/2^k \) where \( j = 0, 1, \ldots, 2^k - 2^x \)).

\[
E(e^2/x, \text{error}) = \frac{1}{2^k(2^k-2^x)} \sum_{j=0}^{2^k-2^x} j^2
\]

This expression simplifies to

\[
E(e^2/x, \text{error}) = \frac{1}{6 \cdot 2^k(2^k-2^x)} (2^k - 2^x)(2^k - 2^x + 1)(2^{k+1} - 2^x + 1)
\]

or

\[
E(e^2/x, \text{error}) = \frac{(2^k - 2^x + 1)(2^{k+1} - 2^x + 1)}{6 \cdot 2^k}
\]

Since

\[
E(e^2/\text{error}) = \sum_x E(e^2/x, \text{error}) \Pr(x)
\]
we obtain from (4.12)

\[ (4.13) \quad E(e^2/\text{error}) = \frac{1}{6k \cdot 2^k} \sum_{x=0}^{k-1} (2^{k-2x+1})(2^{k+1-2x+1}+1) \]

Denoting the expression under the summation by \( f(k,x) \), we have

\[ (4.14) \quad E(e^2/\text{error}) = \frac{1}{6k \cdot 2^k} \sum_{x=0}^{k-1} f(k,x) \]

Now it is evident from Figure 4.1 that all redundant samples except one (sample \( S_i \)) are affected. Hence, if \( n_s \) is the number of affected samples per run, we have

\[ \frac{E(n_s/\text{error})}{C_s} \approx \frac{C_s-1}{C_s} \]

Since

\[ E(e^2) = \frac{E(n_r/\text{error})}{L/C_s} \cdot \frac{E(n_s/\text{error})}{C_s} \cdot \frac{E(e^2/\text{error})}{\text{Pr(one timing error)}} \]

and

\[ \text{Pr(one timing error)} \approx rP_B \]

we may write

\[ (4.15) \quad E(e^2) = \frac{1 + C_s/L}{2} \cdot \frac{rPB(C_s-1)}{C_s} \cdot \frac{1}{6k \cdot 2^k} \sum_{x=0}^{k-1} f(k,x) \]

The overall r.m.s. error in the reconstructed data is therefore (assuming no aperture error, i.e., \( m = 0 \))

\[ (4.16) \quad e_{\text{rms}} = \left\{ \begin{array}{l}
\frac{1}{12} \cdot \frac{2^{2k-1}}{2^{2k}} \\
\frac{P_B}{3} \cdot \frac{2^{2k-1}}{2^{2k}} \\
\frac{1 + C_s/L}{2} \cdot \frac{rPB(C_s-1)}{C_s} \cdot \frac{1}{6k \cdot 2^k} \sum_{x=0}^{k-1} f(k,x) \end{array} \right\} \]
where \( f(k,x) = (2^k - 2^x + 1)(2^{k+1} - 2^{x+1} + 1) \)

This equation is plotted in Figure 4.6 for \( k = 6 \) bits, 
\( r = 5 \) bits. It is seen that the r.m.s. error increases exponentially when \( P_B > 10^{-6} \), and does not vary appreciably with \( C_s \).
CHAPTER V

CONCLUSION

In the course of this study, we have seen how the redundancy reduction can be obtained by various forms of coding. A statistical analysis of the effects of channel noise on zero-order and first-order predictors has been presented in Chapters III and IV.

We showed that, in the absence of correlation, the vulnerability of the signal increases. It is apparent from the curves illustrated by figures 3.7 and 4.6 that, given a channel with a bit error probability of $10^{-7}$ bits/sec or more, the resulting r.m.s. error of the compressed systems may not be acceptable. However, of the three addressing techniques considered, the position word encoding technique yields the smallest error in the reconstructed data. Moreover, with this scheme, the error propagation is limited to one run.

We have seen that more elaborate coding methods can be devised; however, it appears that efficient encoding often implies excessive complexity of the transmitting and receiving equipments, and much work remains to be done to find a "practical" optimum coding.

It should be emphasized here that the data com-
pression systems studied in Chapters III and IV are implemented in such a way as to yield both bandwidth compression and energy compression. Thus, the average compression ratio $C_s$ defined in this study implies that the compressed data require a bandwidth $B/C_s$ and signal energy $E/C_s$, where $B$ and $E$ denote the bandwidth and signal energy for the non-compressed system, respectively.

For certain applications, such as telemetry in deep space, the energy compression is a prime requirement. On the other hand, in many applications, such as videophone, it may be more important to reduce the bandwidth rather than the power. Therefore, if the power $E$ used for the non-compressed system is available for the compressed system, the comparison between the two systems must be made under the assumption of equal energy.

The bit-error probability of the non-compressed system is given by

$$P_B = \exp\left( -\frac{2S}{N_0 R} \right)$$

where $R$ is the transmission bit rate.

The bit rate of the compression system is $R/C_s$. Thus the bit-error probability $P'_B$ of the compression system is

$$P'_B = \sqrt{\frac{N_0 R \pi}{2S}} \exp\left( -\frac{2SC_s}{N_0 R} \right)$$

Replacing this value of $P_B$ in (3.36), (3.8) and (4.16)
yields the new equations for the r.m.s. error of the compression system. The results are plotted in Figure 5.1 and show clearly that for practical channels, bandwidth compression can be achieved with only a small signal degradation compared to PCM transmission.

When the power necessary for PCM transmission is not available, one can resort to error-correcting codes to reduce the error rate. Several coding procedures have been described in the literature (48) (53). It is shown that protection on the address words only can be sufficient.

Block coding minimizes the bit error rate but not necessarily the magnitude of the m.s. error, and therefore is not efficient for most compression systems. Majority vote coding (51) yields better results. It is possible that "significant bit" coding could provide an efficient way to cope with this problem. This coding procedure consists in protecting the most significant bits of a word thus minimizing the errors which are the most costly.

However, any form of coding results in lowering the bit compression ratio and an optimum procedure has yet to be found.
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